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The federal statistical system is experiencing competing
pressures for change. On the one hand, for confidentiality
reasons, much socially valuable data currently held by
federal agencies is either not made available to research-
ers at all or only made available under onerous conditions.
On the other hand, agencies which release public data-
bases face new challenges in protecting the privacy of the
subjects in those databases, which leads them to consider
releasing fewer data or masking the data in ways that will
reduce their accuracy. In this essay, we argue that the dis-
cussion has not given proper consideration to the reduced
social benefits of data availability and their usability rela-
tive to the value of increased levels of privacy protection. A
more balanced benefit–cost framework should be used to
assess these trade-offs. We express concerns both with
synthetic data methods for disclosure limitation, which will
reduce the types of research that can be reliably conducted
in unknown ways, and with differential privacy criteria
that use what we argue is an inappropriate measure of
disclosure risk. We recommend that the measure of dis-
closure risk used to assess all disclosure protection meth-
ods focus on what we believe is the risk that individuals
should care about, that more study of the impact of differ-
ential privacy criteria and synthetic data methods on data
usability for research be conducted before either is put
into widespread use, and that more research be con-
ducted on alternative methods of disclosure risk reduction
that better balance benefits and costs.

federal statistical system j data disclosure risk j data access

The United States prides itself on having a broad, extensive
federal statistical system. The federal government has 13
official statistical agencies collecting an impressive range
of data including classic population counts, monthly unem-
ployment rates, the number of children receiving subsi-
dized school lunches, and myriad other topics. In addition
to official statistical agencies, dozens of other federal agen-
cies gather data and furnish statistics on government pro-
grams and operations. This system provides descriptive
evidence on the population of the nation, its states and
local communities, data used to make important decisions
such as congressional apportionment, data used for research
on determinants of social and economic outcomes, and infor-
mation used in the important, practical evaluation of public
programs’ effectiveness (1).

The federal statistical system is currently experiencing
major pressures for change from two opposing directions.
On the one hand, the US Commission for Evidence-Based
Policymaking pointed out, in a 2017 report, that massive

amounts of data currently held by federal agencies are not
made available to researchers (or even to other govern-
ment agencies) or are made available only under onerous
conditions, but could usefully drive improvements in policy
making and research (2). The commission convincingly
argued that major increases in federal data availability
would have great benefits to society. For example, data
from confidential tax records have enormous value in illu-
minating levels of income and wealth inequality, their
trends, and how barriers to upward social mobility vary
across the country (3, 4), but those data have been unavail-
able to all but a few researchers. Recognizing this, Con-
gress passed legislation in 2018 (5) creating an Advisory
Committee on Data for Evidence Building to recommend
how federal agencies should increase the research and sci-
entific communities’ access to their data (6). Some agencies,
such as the IRS’s Statistics of Income program, have begun
to devise ways to release more data from individual tax
returns to credentialed researchers than ever before (7).

On the other hand, many federal agencies, policy mak-
ers, and researchers see new challenges to safeguarding
the confidentiality of information the data agencies cur-
rently release, and in protecting the privacy of subjects in
those released databases. Significant advances in compu-
tational infrastructure and methods combined with the
growing availability of commercial databases containing
detailed information on individuals add risks. For example,
the US Census Bureau conducted a simulated “reconstruction
attack” on the 2010 data it had publicly released, data that
had already been subjected to its conventional “disclosure
avoidance system” (DAS). A DAS is a set of methods to
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mask certain elements of the data to prevent attribution of
survey response values to particular survey respondents.
The bureau found that published tabulations from these
data could be used to produce a “highly accurate” microdata
file that violated the bureau’s previous disclosure avoidance
rules. In combination with commercial databases, these
could be used to correctly reidentify between 52 million and
179 million of the almost 309 million 2010 Census respond-
ents (8). The bureau concluded, based on these findings
among others, that it needed a new DAS for the 2020
Census data. The bureau’s subsequent evaluations of its
new DAS, which is based on the concept of differential
privacy (DP) (9), produced evidence suggesting that it has
greater privacy protections (10). However, the bureau’s
findings and adoption of a new DAS sparked a vigorous
debate, contesting the appropriate interpretation of the
bureau’s findings and the impacts of this new DAS on the
data released from the 2020 Census (11–18).

Discussions of how to balance the objectives of data
usability and privacy have a long history, beginning in US
law with the Privacy Act of 1920 (19, 20). Newly emerging
threats to privacy have led to much discussion in the
research community and the federal government about
how best to strike a balance. Some argue that the increased
privacy protections that some federal agencies envisage will
harm the US federal statistical system and result in major
losses to society’s research and knowledge base.

This essay provides a critical overview of the issues
facing the federal statistical system in balancing release
of accurate, usable data with privacy protections. While
there are previous discussions of how to achieve the right
balance, and of the advantages and disadvantages of
particular methods of privacy protection, our discussion
differs in a number of respects. First, we aim to make pro-
gress in defining the value of accurate, “usable” data, going
beyond the measures used in the past, to provide a differ-
ent and broader conceptual framework for understanding
the problem. Second, rather than adopt the perspective of
computer science, which mostly focuses on algorithms for
privacy protection, we take a perspective rooted in eco-
nomics and statistics. This perspective provides a compre-
hensive framework to understand the trade-offs at hand.
We advocate weighing the benefits of privacy protection
methods in a meaningful way against their costs, in terms
of how much they would degrade the quality of public
decisions given the consequences of privacy protection for
the properties of statistical estimation and inference. From
this perspective, we analyze two topics related to disclo-
sure avoidance currently under discussion or in use by
statistical agencies: the method of synthetic data as an
approach to limiting disclosure risk and the use of DP as a
metric to measure the level of disclosure risk.

We do not address legal restrictions embodied in current
statutes such as Title 13, Title 26, the Confidential Informa-
tion and Protection Statistical Efficiency Act, and other regula-
tions (21). The Commission on Evidence-Based Policy-Making
referenced above (5) suggested that some of these statutes
and regulations should be revisited by Congress to allow
government agencies to better manage the data usability–
privacy protection trade-off. We leave such legal issues
to others, although we note substantial disagreement in

current discussions of whether the specific disclosure limi-
tation methods noted above align with the privacy protec-
tions guaranteed under these statutes (22).

1. Privacy and Usability for Federal
Statistical Data

1.1. Broad Concepts. Researchers commonly consider pri-
vacy and data confidentiality as distinct concepts. Privacy
refers to an individual’s right to control what information is
collected about her or him (23, 24). Confidentiality refers
to the responsibility of a data steward (i.e., the agent in
charge of data development, such as a statistical agency)
not to divulge subjects’ personal information and/or
identity to unauthorized parties (24, 25). The distinction
between privacy and data confidentiality gets blurred in
practice. For example, individuals may not always provide
informed consent for use of their data, such as when sta-
tistical agencies use administrative records to measure
earnings or program benefits. Nonetheless, agencies may
still have legal obligations to maintain the confidentiality of
this information and protect the identities of individuals. In
this essay, we use the terms privacy and data confidential-
ity interchangeably for simplicity.

The term ”disclosure risk” broadly means the probability
that specified information about a particular data subject
in a particular database and presumed private will be
obtained by an unauthorized party and associated with
the data subject. In some cases, the data subject will have
provided the data under an explicit pledge of confidential-
ity from the data collector; in other cases, a government
agency will have gathered the data subject’s information
without such a pledge but, nevertheless, with legal or pre-
sumed confidentiality. Disclosure could refer to association
of a known individual with a particular microdata record
(“identification”) or to association of information in a micro-
dataset (e.g., the value of a particular variable) with a partic-
ular individual (“attribution”) (26). Government agencies
collect data on individuals, households, businesses, govern-
mental units, and nonprofit entities. In this essay, we focus
on situations where individual or household privacy is at
issue and exclude consideration of the protection of privacy
for data on business establishments. (See ref. 27 for discus-
sion of privacy protection for business data.)

Data usability refers to the potential for data to effectively
help answer specific questions of interest. In research, the
question of interest commonly is to learn the value of an
empirical quantity (or estimand) deemed important from the
perspective of science or society. The quantity, for example,
might be the poverty rate, life expectancy in a specified pop-
ulation, or a correlation coefficient or a regression coefficient
in a linear regression model. When data are used to inform
policy making, one objective is to evaluate the effects of dif-
ferent government policies and programs and to use this
information to make a decision that yields the best possible
social welfare (21). Data systems that reduce data usability
are likely to worsen policy-making decisions and reduce
social welfare. See section 1.2 for further discussion.

In recognition of disclosure risks, data may not be
released at all or, if released, may be so extensively altered
to limit disclosure risks that they lose value in addressing
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some questions effectively. And the effectiveness of their
use also depends on the quality of the original data,
including sampling error, measurement error, nonres-
ponse error, and the level of geographic detail.

Aiming to measure how data quality affects research,
statisticians and econometricians study the accuracy with
which a quantity of interest can be estimated. Statisticians
often use mean square error (MSE), the expected squared
difference between a quantity of interest and its estimate,
as an omnibus measure of accuracy (28). This measure may
be reasonable in some applications, such as shares of a
sample in various race/ethnic groups, but not in others. For
example, MSE may be the suitable metric to measure accu-
racy when one aims to monitor a phenomenon (e.g., extent
of poverty or racial and ethnic segregation), but not be ade-
quate when evaluating the social welfare gain of policy
impacts (e.g., effects of government training programs on
later life outcomes or of pollutants on child death rates).

For any quantity of interest, achievable accuracy may be
limited, for two different reasons: statistical imprecision
and identification problems.* In SI Appendix, Appendix A,
we characterize both of these problems and how they dif-
fer from one another. In SI Appendix, Appendixes B and C,
we discuss how these problems manifest when using data
subject to alternative forms of privacy protection.

1.2. Evaluating the Social Welfare of Disclosure Limitation
Policies. Broad conceptualization of privacy and data usabil-
ity does no more than introduce the difficult problem that
federal statistical agencies face in choosing disclosure limi-
tation policies. Reasonable policy formation requires much
more. It needs sensible measurement of concepts and
coherent evaluation of the benefits and costs of alternative
feasible policies. Furthermore, it should recognize that the
magnitudes of the relevant benefits and costs may be
highly uncertain. While we do not attempt to solve the diffi-
cult problem of operationalization, we propose a frame-
work taken from economics that gives a focused way to
understand the problem.

The subfield of public economics has long strived to
inform policy formation through specification of what is
known as a “social welfare function” that determines how
the level of social well-being, or welfare, is affected by pub-
lic policies. By using a univariate function, it evaluates the
social benefits and costs of alternative policies on a com-
mon scale. Then, society may aim to choose a policy that
maximizes social welfare defined as social benefits minus
social costs. Practical implementation of this general idea
is commonly called benefit–cost analysis.

While we will not conduct a benefit–cost analysis for
any particular disclosure limitation scheme, it is useful to
characterize the elements of such analyses to help frame
our discussion. Benefit–cost analysis requires assessments
of both facts and values. First, the factual changes in both
data usability and privacy protection need investigation,
listing the research and decisions that the data should
inform, quantifying the extent to which its usability is
reduced, and quantifying the reduction in the risk of disclo-
sure. Broader impacts, such as the willingness of individuals

to participate in surveys and the information loss if they do
not, also should be included. Second, an assessment of the
value that society puts on both the reduction in data usabil-
ity and reduction in disclosure risk needs to be conducted,
which then informs an assessment of whether social bene-
fits of the disclosure limitation scheme exceed social costs.†

In addition, any evaluation of a disclosure reduction strat-
egy needs to determine how it will address uncertainty in the
severity of disclosure risk, in the loss to welfare with disclo-
sure, and in the social value of the data made public.
Whether it should (unrealistically) ignore such uncertainty, as
has been common in past applications of benefit–cost analy-
sis to transportation and environmental policy, as well as the
data dissemination programs of federal statistical agencies,
must be determined, as well as whether it should adopt
something like a Bayesian perspective, in which the evaluator
places a subjective probability distribution on unknown quan-
tities and seeks to maximize subjective expected social wel-
fare. A determination also must be made on whether the
evaluator, recognizing the possibility of deep uncertainty,
assesses policy using a criterion for decision-making under
ambiguity, such as the maximin or minimax regret criterion,
which, in different senses, aim to achieve satisfactory social
welfare performance whatever values unknown quantities
may take. Explicit recognition of uncertainty in benefit–cost
analysis has been rare, but precedents exist (29).

To illustrate the issues that a proper benefit–cost analy-
sis should address, consider the US Census Bureau’s deci-
sion to subject all 2020 Census data products released to
the public to a new DAS intended to satisfy a differentially
private criterion. As we see it, the questions that should be
addressed in a full assessment of this change include the
following: What types of research and governmental deci-
sions (e.g., legislative districting, federal allocation of funds
to states and localities) that rely on Census data will be
materially affected under this DAS as implemented? How
does this approach change the probabilities of identifica-
tion of specific individuals or households, and what are the
social costs if disclosures of identities or attributes occur?
What changes to social welfare will result? Finally, how
should this new DAS incorporate the many uncertainties
involved in its implementation?

The Census Bureau has stated its intention “to preserve
the utility of our legally mandated data products while also
ensuring that every respondents’ personal information is
fully protected” (30). However, the new DAS has primarily
concentrated on the privacy loss side, and the above issues
have not yet been adequately addressed. As we discuss in
the next section, many disclosure limitation methods focus
primarily on the privacy loss side and too little on the benefit
side of data release. Hence, their adoption decisions are not
adequately grounded in balanced benefit–cost analyses.

2. Disclosure Avoidance Strategies

Statistical agencies have long struggled with how to make
their data available to various user communities while

*This use of “identification” is rooted in econometrics and closely related to consistency
in statistics and is different from reidentification risks in the context of privacy protection.

†The literature on the privacy–utility trade-off commonly uses “R–U” curves to illustrate
the trade-off between risk and utility. Abowd and Schmutte (28) pose this trade-off
using the language and framework of economics, as we do. However, while the papers in
this literature often discuss R–U curves, they rarely make them concrete, and almost
never operationalize the framework in the way we are suggesting in this paragraph.
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protecting the privacy of individual subjects. Some agen-
cies have long histories of using different strategies, or
DASs, to limit the risk of disclosing individual identities or
attributes. Some agencies have decided not to release
their data at all.

Statisticians were the leading group developing the ini-
tial approaches, under the heading of statistical disclosure
limitation (SDL) or statistical disclosure control. Systematic
reviews of SDL are Duncan et al. (24) and Matthews and
Harel (31). With the development of databases that contain
massive amounts of information on individuals (“big data”)
and growing computational power, computer scientists
have taken an increasing role in developing strategies for
privacy-preserving analysis of data. Much of this work
focuses on databases in the commercial and health sec-
tors, but governmental agencies, especially statistical ones,
increasingly turn to computer science to devise ways to
meet their legal requirements to protect privacy in the
data they disseminate. Below, we discuss three topics:
traditional methods, synthetic data methods, and the use
of DP as a measure of disclosure risk. Before doing so, we
summarize the modes of access that users can have to
confidential, privatized data and outline the key concept of
disclosure risk and how it is measured, which cuts across
all of the SDLs.

2.1. Modes of Access. Discussion of disclosure limitation
strategies is usefully organized in terms of the ways in
which statistical agencies limit the access of users to the
“original” confidential microdata that is potentially disclo-
sive if released in its unaltered form.‡ Karr (32, 33) distin-
guishes three modes of access that characterize alternative
disclosure limitation strategies agencies use.

One mode is dissemination-based access. In this case,
statistical agencies provide microdata files to the general
public for whatever analyses they wish to conduct with
those data. This is the most common form of access to the
research community, and government agencies release
hundreds of public use microdata files of this type. How-
ever, because the risk of disclosure is particularly great
given the wide variety of users and types of analyses that
can occur, agencies always apply some type of SDL strate-
gies to the data before release. We will discuss the types
used below. Applying such strategies also will inevitably
reduce the usability of the data to some extent.

Karr also includes in this category what are called syn-
thetic data files, which are pseudoversions of microdata
files equivalent to a surrogate version of the original data,
as we will discuss below. While this form of data access
has existed for decades, federal agencies have adopted it
only rarely, to date. (See section 2.4 for exceptions.)

A second mode is what Karr terms direct access to most
or all of the original data. Because of the obvious risk of dis-
closure in providing the original data in almost unaltered
form, direct access is limited in one of two ways: through
licensing or so-called research data centers (RDCs). In both
cases, users enter into legally binding agreements with
agencies for use of specified data elements (samples and
variables) and face penalties for misuse of data. In the

licensing case, users are required to maintain security
arrangements at their home institutions and usually have
to submit output to review prior to publication. In RDC
access, approved users are allowed to analyze approved
data elements of confidential microdata files in secure
enclaves. All output removed from an enclave is subjected
to disclosure review by the statistical agency. RDCs have
historically been physical facilities, but enclaves also can be
virtual, online entities.

The penalties for misuse of this mode of access are an
important feature. Penalties range from significant mone-
tary fines to loss of access to the data, both currently and
for some future period. Penalties have not been used in
the other forms of access that we discuss, but they could
be considered for more widespread use. Penalties are a
method of increasing the cost to intruders who wish to
conduct a reidentification attack, and could be an addi-
tional tool in a government agency’s toolkit to reduce the
risk of disclosure.

Several statistical agencies provide either licensing or
RDC access. In contrast to open public provision of micro-
data files, which necessarily require strong SDL limitations,
licensing and RDC access can allow users access to virtually
the entire original dataset. Typically, users of data under
restricted access are credentialed researchers employed
by research institutions, and not the general public. The
disadvantage of the licensing and RDC mode is that bar-
riers to their use are currently very high, often requiring
physical travel to a site (including the requirement of
working only at the agency itself) and/or with onerous
disclosure limitation procedures (such as manual checking
of output) that can delay release of results for weeks or
months. For this reason, licensing and RDC access is cur-
rently quite limited relative to the use of publicly available
open access.

A third mode is query-based access. Here, users are not
given access to either the original data—either in public
use form or restricted form—or to microdata that have
been significantly altered. Rather, users are allowed to
pose queries, such as requests for summary statistics or
estimates from statistical analyses (e.g., regression coeffi-
cients). While this mode greatly limits the ability of users to
conduct analyses, it does make strong privacy protections
possible, because access to a microdataset itself is not per-
mitted. It makes exploratory data analysis more compli-
cated and potentially greatly limits users’ ability to assess
properties of estimates they seek. At the same time, it
greatly enhances the ability of data providers to control
disclosive information contained in a confidential data-
base. Some statistical agencies provide query-based access
through their online query systems—such as the Census
Bureau’s American Factfinder system and its successor
https://data.census.gov—that allow users to obtain reports
on summary statistics, such as state or county employ-
ment rates or mean income, from underlying microdata.
These summary statistics are subjected to some form of
disclosure avoidance to protect privacy. In addition, com-
puter scientists have developed query-based strategies
that aim to achieve DP limits on disclosure risks, as we
will discuss below. However, to date, query-based access
is almost never used by researchers because it does not

‡Statistical agencies do release original data to users when disclosure risks are minimal,
such as with release of census records 72 years after their collection.
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provide sufficient information to conduct a typical research
exercise.

2.2. Statistical Measures of Disclosure Risk. Statisticians
have developed ways to assess the disclosure risks associ-
ated with released tabular and microlevel data (34–36). A
measure of disclosure risk, first developed by Duncan and
Lambert (34, 35) over 30 years ago, characterizes the prob-
ability that an “intruder” can identify individuals in a data-
set released by a statistical agency and can determine the
confidential values of some of their data by combining
information the intruder has with the released data (20,
37). Using a notation that combines elements of Reiter (38)
and McClure and Reiter (39), let J denote a target individual
in the intruder’s dataset, A, and let j be an individual in a
released dataset, D�: Let Yj be data on individual j that are
in the confidential dataset, D (which has no perturbed vari-
ables), but not in the intruder’s dataset (A), which the
intruder would like to know. The absolute disclosure risk,
PrðJ¼ j,YjjD�,AÞ, is defined as the probability that the
intruder can link an individual in their dataset to an individ-
ual in the released data and determine the value of Yj. This
is a direct measure of the disclosure risks facing individu-
als and feeds directly into the benefit–cost evaluations
discussed in section 1.2, because it is needed to calculate
individuals’ expected utility losses.

As noted by Duncan and Lambert (34), Reiter (38), and
McClure and Reiter (39), it is instructive to use Bayes theo-
rem to express the absolute disclosure probability in the
form

PrðJ ¼ j,YjjD�,AÞ ¼ ½PrðD�jJ ¼ j,Yj,AÞ=PrðD�jAÞ� � PrðJ ¼ j,YjjAÞ:
[1]

On the right-hand side of [1], PrðJ¼ j,YjjAÞ is the intruder’s
prior probability that individual J corresponds to record j in
D� and that the value of j’s confidential data is Yj.

§ Absolute
disclosure risk is the product of this prior probability and
the ratio in brackets, which indicates how the probability
of D� would change if J¼ j and j has data value Yj. Absolute
disclosure risk depends on both terms, not on either
alone.

Dividing both sides of [1] by the prior probability yields

Prð J ¼ j, YjjD�, AÞ=PrðJ ¼ j, YjjAÞ ¼ PrðD�jJ ¼ j, Yj,AÞ=PrðD�jAÞ:
[2]

The left-hand side, the ratio of the posterior probability of
disclosure to the prior probability, is what McClure and
Reiter (39) refer to as the relative risk of disclosure associ-
ated with release of D�. As discussed in section 2.5 below,
the right-hand side turns out to be what the DP approach
to disclosure avoidance seeks to limit. This demonstrates
why it is insufficient, by itself, to bound absolute disclosure
risk.

We argue that individuals should care about absolute
disclosure risk and not relative risk alone. We illustrate this
point with an example from public health discussed in
Manski (40). Consider the risk of an individual dying from a
particular illness or health condition. Some epidemiological

studies calculate only the relative risk of dying from one
cause versus another. But what the individual cares about
is the probability of dying. The individual will feel very dif-
ferently if the magnitude of the probability of dying from
either cause is small, in which case the individual may not
care much about even a large relative increase in the prob-
ability. In contrast, if the magnitude of the probability of
dying is high, the individual is likely to care a great deal
about even a small increase in the relative risk. Likewise, in
data release, the individual will care a great deal about
small increases in the disclosure risk if the probability of
disclosure is already high, but may not be bothered by
even a large relative increase in risk from data release if
the probability of disclosure remains low in absolute terms
after release.

The Bayes theorem expression in [1] highlights the
important fact that an individual faces some disclosure
risk, quantified by the prior probability, even if the dataset
is not released at all. Release of dataset D� modifies the
prior disclosure risk, multiplying it by the right-hand side
of [2]. As we will discuss further in our essay, the Bayes
theorem expression also makes plain that measuring
absolute disclosure risk is difficult, as it depends on the
intruder’s information, A. Learning this information, or
making assumptions about it, can be challenging.

2.3. Traditional SDLs. There is a wide variety of traditional
methods for SDL. These include methods like top coding
and bottom coding, suppressing cells with small numbers
of observations, setting geographic population thresholds
for disclosure of microdata, rounding of values, noise infu-
sion, data “swapping,” and data masking (24, 31, 41–43). All
these methods aim to reduce the probability of disclosure
risk as defined in the last section, while preserving data
usability. But, with the increased availability of external,
often commercial, databases noted in the Introduction,
researchers within and outside of the statistical agencies
(44–46) have documented that these methods are vulnera-
ble to disclosure and reidentification risks. Furthermore,
some of these methods rely on agencies not disclosing key
features of their implementation, for example, not disclos-
ing the rates at which individuals’ race, ethnicity, or age are
swapped to public use files, which compromises the trans-
parency of these SDL methods. As noted in the Introduc-
tion, these concerns and findings have led agencies like
the US Census Bureau to turn to new SDLs that are the
subject of the remainder of this essay.

While not typically classified as traditional SDL methods,
the disclosure limitation rules imposed on output used by
agencies who provide data under licensing agreements or
in RDCs are similar in type. Those rules consist of a long
list of how tables are to be restricted, minimum cell sizes,
restrictions on the number of observations used in regres-
sions and what type of variables can be used in them, and
so on. These rules do not account for disclosure risk as
just defined, especially those arising from an intruder’s use
of external data sources.

2.4. Synthetic Data. Construction of synthetic data to limit
disclosure risk was first proposed by Rubin (47). It has
been extensively discussed, but has seen limited use by
government agencies. It is used in the first mode of access

§To clarify, the intruder may have data on a large set of individuals, including some who
will be in the released dataset. The prior probability denotes the probability that the
intruder can identify a person who will be in the released data and that individual’s value
of Y.

PNAS 2022 Vol. 119 No. 00 e2104906119 https://doi.org/10.1073/pnas.2104906119 5 of 10



referred to above (“dissemination-based access”). Rubin
proposed that the data steward use the original microdata
to estimate a model approximating the probability distri-
bution of sensitive data y conditional on nonsensitive data
x. Random draws from this modeled distribution provide
imputed values of sensitive data. In the synthetic dataset,
they replace the sensitive data; hence, the synthetic data
attempt to have no confidential values that appear in
the original data. This can be repeated, yielding multiple
imputations and multiple synthetic datasets (48) or, alter-
natively, just a single synthetic dataset can be constructed
from a single draw from the distribution. It is important to
understand that the core concept is the modeled distribu-
tion. Multiple imputation is simply an operational proce-
dure to approximate the modeled distribution by repeated
simulation and to facilitate use of readily available statistical
software. We discuss this issue in SI Appendix, section B.2.

There are two primary issues with synthetic data and
disclosure risk. The first concerns the extent to which tradi-
tional synthetic data procedures, in fact, do reduce the
risks of disclosing the data for, or identity of, an individual
in a dataset. A key principle of the synthetic data approach
is that, assuming an appropriate model is used to create
synthetic data, it produces a dataset that is randomly dif-
ferent from the confidential dataset. As such, proponents
argue that the identity of individuals and their characteris-
tics are protected, since “no unit in the released data has
sensitive data from an actual unit in the population” (49).

However, this logic does not guarantee that synthetic
datasets, either by themselves or combined with external
information and information about the synthesizer, cannot
be used to determine individuals’ characteristics or identi-
ties. To make that determination, a formal analysis of the
disclosure risk probability as defined above needs to be
undertaken. For example, the more accurate the synthesis
in representing the actual data, which may contain outliers
or extreme values, the greater the potential for high risks
of disclosure, so that even synthetic datasets could be
used by an intruder to make a high-probability guess of
the identity or attributes of a real person.

The literature on the development of the synthetic data
approach has recognized this issue and has suggested that
specific privacy protection measures be built into the syn-
thetic dataset creation from the beginning, rather than
simply drawing random numbers from a distribution (38,
49). These include synthetic data methods that satisfy the
DP criterion, referred to as differentially private synthetic
methods (50). We discuss the implications of this develop-
ment for statistical inference in SI Appendix, section B.2.

The second issue concerns whether the model for the
distribution of the data used for imputation faithfully rep-
resents the data, which is called the “accuracy” of the syn-
thetic data in the literature. Matthews and Harel (ref. 31,
p. 10) comment on this, observing that inferences made
with synthetic data are generically incorrect if the imputa-
tion model is incorrect. Reiter (ref. 49, p. 532) notes that
“the validity of inferences depends critically on the accu-
racy of the imputation model.” He also explains that “[t]he
extent of this dependence is driven by the amount of syn-
thesis. If entire variables are simulated, analyses involving
those variables reflect only those relationships included in

the data generation models. When these models fail to
reflect accurately certain relationships, analysts’ inferences
also will not reflect those relationships. Similarly, incorrect
distributional assumptions built into the models will be
passed on to the users’ analyses.”

Synthetic data must be incorrect in a basic sense because,
by design, the approach attempts to contain no confidential
values, or at least to do so with only low probability. If confi-
dential values were included in the data, confidentiality could
be violated.

What synthetic data producers mean by accuracy is that
certain relationships between variables in the data are
approximately correct. In the most general case, the impu-
tation model is perfectly correct if it correctly captures
the underlying distribution of the variables in the original
dataset, with the actual values in the original data simply
representing a random finite-sample draw from that distri-
bution, and the synthetic data representing a different
finite-sample draw. However, in cases where datasets have
a large number of variables, and the number of relation-
ships that researchers might want to investigate is very
large, it is essentially impossible for all relationships to be
accurately captured by the type of models that are feasible
to use for synthetic dataset creation.

Often, data stewards creating synthetic datasets must
choose which relationships will be faithfully replicated in
the synthetic dataset and which will not. This is a critical
issue in evaluating the loss in social welfare from employ-
ing synthetic data, because some research will no longer
be able to be reliably conducted, and the social value of
that research will be lost.¶

The synthetic data community has suggested that this
problem might be addressed by providing some information
to the researcher about the accuracy of their estimates. One
method of doing so is to allow the user to submit a query
(see definition above) to the original dataset asking for the
exact estimate of a relationship on those original data. This
approach uses what is called a “validation” server with the
original data (51). A second method is for the user not to be
given information on the exact estimate from the original
data but instead some numerical measure of how accurate
the user’s synthetic data estimates are (e.g., whether the
user’s estimates of confidential intervals overlap with those
yielded by the original data). This approach uses what is
called a “verification” server (52).# Both types typically utilize
a query access approach where, after initial exploration of
the synthetic data, the user submits specific query requests
for a small number of outputs. However, in both cases, giv-
ing the user information from the original dataset reintrodu-
ces privacy protection issues. The information given to the
user will necessarily have to be assessed using the disclosure
risk probability as defined above, thereby reducing the value
of the synthetic data method in the first place. We discuss
the implications of this approach for statistical inference in
SI Appendix, section B2.

¶Reiter (ref. 43, p. 175) notes that it can be difficult for researchers to know whether par-
ticular relationships they are investigating are adequately captured by the simulation
model used.
#The Office of Personnel Management Synthetic Data Project uses this approach (52).
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2.5. DP. DP is a criterion, not a method, for privacy protec-
tion that arose from the computer science literature on dis-
closure risk that began in the late 1990s and early 2000s.
Building on earlier work (53), the Dwork et al. (54) proposal
of DP has been viewed as revolutionary because it provides
a formal way to measure disclosure risk and to decide
whether a suggested disclosure approach gives sufficiently
small disclosure risk to be acceptable. Furthermore, this
approach is not premised on particular assumptions about
what intruders know and do not know about individuals and
their private data, including what they might learn about
them in the future.

The DP approach uses a disclosure risk criterion to apply
to data released from original confidential data, or released
in response to queries about those data, that bound the sen-
sitivity of the released information to the presence of any
individual in the dataset (55, 56). These bounds are set,
ex ante, by the data steward (54). A commonly used version
of the DP criterion, referred to as ε-differential privacy, sets
bounds on the ratio of the probability distributions of any
released function (e.g., a perturbation function) of any two
confidential datasets that differ by, at most, one record.
Applied to the generation of releasable microdatasets
[see McClure and Reiter (39) for details], the DP criterion is
given by

Pr
�
fðD1Þ ∈ S

�
=Pr

�
fðD2Þ ∈ S

�
≤ expðεÞ, [3]

where f is the data generator function, f ðDiÞ denotes the
possible resulting datasets, and S is any set of values for this
function. An analogous version of the DP criterion in [3] can
be expressed for statistics, or queries, produced from D1

and D2 (54). Algorithms that achieve the DP criterion infuse
random noise into responses to queries from the confiden-
tial data or into cell counts (for categorical data) and histo-
grams (for numerical data) from these data that can be used
to produce privacy-protected microdata, where the variance
of the infused noise is an inverse function of the product of
ε and the largest change that an inclusion or exclusion of an
individual record can have on the data.jj

While DP has the advantage of providing an implement-
able quantitative metric of disclosure risk, it raises multiple
important issues. First, although DP users often recognize
the importance of data usability, they rarely quantify, in
detail, the implications of their DP choices for the subse-
quent utility of the data released after noise infusion. This
would require going far beyond assessing the impact of dis-
closure methods based on mean-squared error or variances
of particular statistics—which is what most of the literature
examines—to determining the types of analyses that could
no longer be reliably conducted with the altered data. This
essential matter, which is central to assessing the trade-off
between the value of data and privacy protection as we
described in section 1.2, is left for others to consider (57).**

Second, an important issue with repeated releases of
data is that information that can be acquired by an
intruder cumulates with each release. This is particularly
clear with DP, which was initially developed and tailored

to applications with query-based access to data. In the
query-based approach, the researcher asks a single ques-
tion, or a set of questions, at a time, and the answer given
to the researcher is altered to reduce disclosure risk. Each
additional query increases the total risk of disclosure,
because even the altered response to a query results in
some information leakage. Keeping track of the total infor-
mation released makes use of what is called “privacy loss
accounting,” which is required regardless of what definition of
disclosure risk is used. The DP criterion has the advantage of
a simple additive property for privacy loss, where k succes-
sive queries, each protected by an ε criterion, has a level of
privacy bounded by kε (59). But the DP approach incorrectly
addresses this problem by imposing a total “privacy loss
budget” across the queries to preserve privacy, that is, limit-
ing the number of queries allowed. Once the total privacy
budget is expended on a set of queries, the data steward is
not able to respond to any further queries of the data that
have not been released. The problem with this mechanical
method of privacy loss accounting is that it does not evalu-
ate the costs and benefits of each subsequent release of
data which, as we have emphasized, should be the founda-
tion for decisions of any data release. Imposing a “budget”
for privacy loss ignores the benefits of additional releases
when their benefits exceed their (privacy loss) costs, and is
likely to result in socially incorrect decisions regarding
sequential data releases.

Extending the DP approach from query-based data access
to the release of noise-infused microdatasets (“dissemination-
based access”) is problematic (60). Microdata can contain
many variables that can be used to calculate an essentially
unconstrained number of statistics. To ensure that a DP
criterion is met for all possible applications of the noise-
infused data may require adding so much noise that the
resulting dataset would be unusable (12, 57, 61).

Our third concern about DP is that adherence to a DP
criterion for disclosure risk does not ensure low absolute
disclosure risk as defined in section 2.2. Gong and Meng
(62) show that the left-hand side of the DP criterion in [3]
equals Prð J¼ j,YjjD�,AÞ=Prð J¼ j,YjjAÞ, the measure of rela-
tive disclosure risk in Eq. 2. Thus, while the DP bound does
imply a bound on the absolute disclosure risk, Prð J¼ j,Yjj
D�,AÞ, it depends on the intruder’s prior, Prð J¼ j,YjjAÞ. As
noted above, the DP criterion presumes no knowledge or
maintained assumptions about the prior. But, as we have
argued in section 2.2, it is the absolute disclosure risk that
individuals should care about, especially those whose infor-
mation is included in a confidential dataset, and needs to be
used in a proper benefit–cost analysis.††

Muralidhar et al. (ref. 57, p. 29) assess this issue in the
application of DP to a microdataset with multiple variables.
Terming the posterior disclosure probability “confidentiality,”
they observe that there are multiple choices about where
to add the DP-style noise. They show that, for a given ε,
alternative methods of implementing DP can yield different

jjSI Appendix, Appendix C contains a more detailed discussion of how algorithms are cali-
brated to satisfy the DP criterion.

**See Chetty and Friedman (58) for an example which goes in the direction we suggest.

††Dwork and Naor (63) prove that there exists a version of the intruder’s information set,
A, that when combined with the released data, D*, will result in an absolute disclosure risk
greater than any arbitrary threshold. However, this does not contravene the fact that it is
absolute disclosure risk that individuals should care about, as we argued previously, and
which is needed for a proper benefit–cost analysis, and that this requires some assump-
tions on the intruder’s outside information. McClure and Reiter (39) provide an empirical
illustration of how a data steward could use a range of possible intruder information to
estimate a range of absolute disclosure risks.
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reidentification probabilities, presenting examples for which
the fraction of records in the original database that can be
matched correctly to a record in the differentially privatized
database (with ε¼ 1) ranges from 0.0003 to 0.12, a very
wide range.

McClure and Reiter (39) also make several important
points about the relationship between absolute disclosure
risk and the relative risk measure used in DP, what risks
they need to assess, and the implications both have for
designing DASs (we have alluded to some of these issues
previously). First, the authors find that the two measures
do not necessarily provide the same answer to the level
of risk. Their simulations show that relative risk can be
low while absolute risk remains high. The simulations also
demonstrate that absolute risk may be quite low, in which
case the data steward can allow a higher level of relative
risk as long as absolute risk stays below a chosen level.
Second, the authors document the need for data stewards
to evaluate disclosure risk over a wide range of possible
levels of intruder information to determine the worst-case
scenarios for absolute disclosure risk. Third, given their
findings, the authors argue that reliance solely on disclo-
sure avoidance schemes that meet the DP criterion is
flawed, and argue that data stewards need to use schemes
that also account for absolute disclosure risk.

A fourth problem, arising in some important applica-
tions of DP, concerns the need to impose constraints on
the noise infusion mechanisms that may, in fact, violate
the bounds sought by the DP criterion. Consider the
policy-related constraint that was imposed in the Census
Bureau’s implementation of DP for dissemination of the
data from the 2020 Census. The bureau has to infuse noise
into the tabulations of counts for small geographic units
within a state, because the original data could reveal val-
ues for individuals. However, it also must ensure that the
counts add up to the state’s total population. Such adding-
up constraints are referred to, in the DP literature, as
invariants. To satisfy them, the bureau performs a series
of postprocessing steps in its DP-based DAS that alter the
unconstrained noise-infused data to meet the invariants
(64). Dwork and Roth (ref. 65, p. 228) argue that, under
certain conditions, postprocessing should not affect the
privacy guarantees of DP; that is, “differential privacy is
immune to post-processing.” However, Gong and Meng
(62) observe that constraints that depend on the confiden-
tial data, as is the case for invariants, violate the conditions
required in the Dwork–Roth postprocessing theorem, and,
as a result, the immunity property need not hold.

The potential for DP privacy guarantees to fail under
some adaptations of the DP mechanisms used to generate
the public data suggests an important admonition to sta-
tistical agencies: Disclosure risks of data releases need to
be assessed by data stewards, even when starting with DP
mechanisms. Given the current lack of knowledge about
exactly how different forms of postprocessing or other
adaptations of DP mechanisms are likely to be required in
actual applications, it is essential that assessments of dis-
closure risk be conducted. Such assessments need to be
undertaken if agencies are to live up to the existing stat-
utes that require their protection of the information they
obtain from individuals.

2.6. The Usability of Privacy-Protected Data: What We Know
and Do Not Know about Inference on Parameters of Interest.
While the impact of the SDL methods we have just dis-
cussed on privacy protection has been discussed fairly
extensively in the existing literature, their impact on the
usability of data has been much less discussed. The key
question is inherently a statistical one, which is how a user
can employ privacy-protected data to conduct analyses
that allow accurate and valid inferences from the data
about quantities of interest to users of these data, be they
specific questions of public policy or impacts of govern-
ment decisions.

A complete characterization of statistical inference under
the different disclosure avoidance methods being used or
considered by statistical agencies is beyond the scope of
this essay. However, we do discuss some instructive cases
in SI Appendix, Appendixes B and C. There, we consider what
is known and not known about the statistical properties of
estimates of several parameters of interest for data pro-
duced by SDLs that meet a DP criterion. We also consider
inference using synthetic data approaches that do not aim
to meet a DP criterion.

3. Conclusions and Recommendations

Public policy should seek to manage, in an optimal way,
the tension between the social value of data and the
potential costs to privacy from release of data. Achieving
this requires a suitable framework to conceptualize and
measure the trade-offs involved in decisions about data
release and privacy protection. We have argued that a suit-
able framework is benefit–cost analysis, long practiced in
the field of economics. This framework embraces a broad
concept of the benefits of data for social knowledge. It
emphasizes the need to assess marginal gains and losses
from better social knowledge against the marginal gains
and losses of additional or lesser privacy protection. This
requires that any data protection policy predict both the
types of research and analysis that can no longer be reli-
ably conducted and how that will affect the quality of
decision-making in society along with the reduction in dis-
closure risk associated with the policy.

New assessments of the trade-off between privacy and
data usability are now necessary, particularly by the federal
statistical agencies on which this essay focuses. Pressures
for a reassessment come from two opposing directions.
On the one hand, with the advent of large private data-
bases containing personal information coupled with grow-
ing sophistication of algorithms to match those databases
to data released by the government, the risk of disclosure
of personal information to those who wish to identify indi-
viduals has grown dramatically. On the other hand, we live
in what may fairly be called a golden age of data, with major
advances in the availability of data and tools for data
analysis. Congress has recognized that many federal agen-
cies have valuable internal datasets that they have not
made accessible to researchers at all or only under highly
restrictive conditions, yet whose analysis could yield great
benefits to society. In the Evidence Act passed by Congress
in 2018, agencies are mandated to make their data
available to researchers, albeit with appropriate privacy pro-
tections. Addressing the first pressure (for privacy) requires
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new disclosure limitation policies that still permit the
release of accurate and socially valuable information now
being released, but with better-understood privacy protec-
tion. Addressing the second pressure (for knowledge)
requires new policies that allow more release of socially
valuable datasets currently not available at all or available
only under restricted conditions, but with adequate privacy
protection.

Considerable attention has been given to development
of new measures and methods of privacy protection. How-
ever, the discussion has focused almost entirely on privacy
protection, with little assessment of the impact on data
usability and, hence, social knowledge. Two leading exam-
ples are the introduction of DP as a measure of disclosure
risk and the proposal of synthetic datasets as a method of
privacy protection. Both DP and synthetic data raise seri-
ous concerns about data usability and data quality that
have been inadequately addressed, to date. Both threaten
to impose major limits on the way research and public pol-
icy can be conducted. The potential for greatly reduced
social knowledge is clear.

We have expressed strong concern that the notion of
DP is based on an inappropriate measure of disclosure
risk. The appropriate measure, first developed by statisti-
cians in the 1980s, is discussed in section 2.2. It differs
from the disclosure risk criterion of DP rooted in computer
science as well as from various informal notions of statisti-
cal disclosure risk used in the past. The relationship
between these other disclosure risk criteria and the appro-
priate one is variable, depending on factors that must be

quantified to conduct a proper assessment of disclosure
risk. We recognize that implementation of the appropriate
measure of disclosure risk could be challenging to data
stewards, but this does not imply that an inappropriate
measure of risk should be used instead.

We have three recommendations for managing the ten-
sion between the social value of data and the potential
cost of privacy loss, with the twin goals of continuing to
allow currently available data to be released and of permit-
ting more release of currently unavailable data. First, we
recommend that the disclosure risk criterion used by fede-
ral statistical agencies to assess the disclosure protection
provided by any SDL method be the risk (defined in section
2.2) that we argue individuals should care about. Second,
we recommend much more study of the impacts of using
a DP criterion or employing synthetic data on data usability
and statistical inference before either is put into wide-
spread use. Third, we recommend further research, build-
ing on existing work referenced in this essay, on methods
of privacy protection and reduction of disclosure risk that
use the appropriate criterion for disclosure risk and seek a
balance between usability and privacy protection grounded
in the value to social welfare.
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