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1 Introduction

Starting with Campbell and Deaton (1989), the macroeconomics, finance, and interna-
tional economics literatures have documented a wide variety of stylized facts suggesting
that aggregate consumption is too smooth to be explained using the benchmark Hall
(1978) random walk model of consumption. To address this problem, many recent papers
have extended the Hall model by incorporating consumption ‘habits’ in the representative
agent’s utility function. (See, e.g., results and references in Fuhrer (2000) or Christiano,
Eichenbaum, and Evans (2005)).

But if habits are a true structural characteristic of utility, their influence should be just
as evident in microeconomic data as in macroeconomic data. Unfortunately, empirical
studies using household-level data strongly reject the existence of habits of the magnitude
necessary to explain aggregate consumption dynamics.?

At root, the conflict reflects a large difference in the forecastability of spending growth
in micro and macro data. Even among micro studies that have found some evidence
against the random walk proposition,® we are not aware of any study that claims to have
found more than a few percentage points’ worth of household-level spending growth to be
predictable at any horizon. Roughly speaking, the predictability of aggregate spending
growth is around an order of magnitude larger than predictability of household-level
spending growth (say, 0.4 versus 0.04 in an R? sense).

This paper proposes a simple solution. In place of habits, we postulate a modest
informational friction: Not everybody instantaneously notices all macroeconomic devel-
opments. Instead, household macroeconomic expectations are “sticky,” as in Mankiw and
Reis (2002) and Carroll (2003, 2006a). Specifically, while each consumer perfectly (‘fric-
tionlessly’) perceives his own personal circumstances (employment status, relative wage
rate, etc.), consumers’ information about the macroeconomy is obtained only occasion-
ally (calibrated to match measured stickiness in household-level inflation expectations).
Given its trivial utility cost (section ?7), this small deviation from frictionless updat-
ing seems plausible — indeed, casual empiricism persuades us that even well-informed
macroeconomists sometimes do not have perfect knowledge of the most recent macroe-
conomic statistics.

Our ‘sticky expectations’ approach has connections with a vast body of macroeco-
nomic literature. In addition to the habit formation papers touched upon above,* the

!Perhaps the strongest evidence that some modification of the standard framework is necessary is the obvious lack of
enthusiasm for habit formation assumprtion displayed in many of these papers, which excuse the assumption as a nose-
holding necessity rather than as an intrinsically appealing assumption.

ZDynan (2000) is the best known micro study; others will be cited below. This tension between micro and macro evidence
is longstanding; it was an important theme in Deaton (1992)’s canonical book, but little recent literature appears to have
focused on it.

3See the detailed discussion in Section 5.1.

4See also contributions by Constantinides (1990), Rotemberg and Woodford (1997), Guariglia and Rossi (2002), Carroll,
Overland, and Weil (2000), Gabaix and Laibson (2001), Parker (2003), Parker and Preston (2005).



model bears some resemblance to the Muth (1960)-Pischke (1995) framework in which
consumers face a signal extraction problem in determining whether a shock to income is
transitory or permanent, an approach that is in turn closely related to work by Lucas
(1973) and Sims (2003); Woodford (2001) and Morris and Shin (2005) pursue a slightly
different approach that reaches a similar conclusion. More directly, recent work by Reis
(2003) has explored a theoretical model in which consumers optimally choose to be inat-
tentive because of explicit costs of attention; in the present paper, an especially simple
specification of inattention permits correspondingly simple and intuitive results (as in
Akerlof and Yellen (1985) and Cochrane (1991), and emphasized recently by Browning
and Crossley (2001)).°

Although numerical methods are necessary for precise calculation of the cost of stick-
iness, and for quantitative exactness in simulating consumption dynamics, the principal
message for macroeconomists comes through clearly even in our much simpler DSGE
model: Sticky aggregate expectations induce sticky aggregate consumption growth, while
having little observable effect on household-level consumption dynamics. The model is
therefore capable of reconciling the conflict between micro and macro evidence, in a way
that closely mirrors recent developments in other branches of macroeconomics.

2 Theory

2.1 Value

Across all our model variants, one element is constant: The value of the consumer’s
dynamic consumption pattern is determined from the discounted sum of time separable
felicity

oo

vi=>Y B ulc,). (1)

s=t

2.2  Quadratic Utility Benchmark

To fix notation and ideas, we start with the classic Hall (1978) random walk model. Total
wealth z (the sum of human and nonhuman wealth) evolves according to the dynamic
budget constraint

zi+1 = (21 — ¢)R+ G, (2)

where R = (1 +r) is the interest factor and (;;; is a shock to (total) wealth.

® Browning and Collado (2001) suggest that the differing results in the micro literature can be resolved if consumers are
not perfectly attentive even to all the details of their own personal income processes, an explanation which could easily be
interpreted using framework proposed here.



2.2.1 Frictionless Expectations

Under frictionless expectations, the usual derivations lead to the usual Euler equation

u'(c;) = ROE[u'(cit1)]; (3)

where E; denotes an assumption of instantaneous perfect updating of all information.
Quadratic u and RS = 1 lead directly to the Hall’s random walk proposition:®

Aciy1 = €41 (4)

Consumers spend

C = (r/R)Zt7 (5)
because this is exactly the amount that maintains expected wealth unchanged:

Ei[zi11] = (2 —c)R= 2 (6)
Ziy1 = Zi + G- (7)

2.2.2 Sticky Expectations

Now suppose consumers update their information, and therefore their behavior, only
occasionally. A consumer who updates in period ¢ obtains precisely the same information
that the frictionless consumer would have, forms the same expectations, and makes the
same choices. In the absence of further information, nonupdaters behave as though the
expectations they formed in period ¢ had actually come true. For example, consider a
consumer who updates in periods ¢t and ¢ + n but not between. Designating z as the
consumer’s perception of wealth,

Zi1 = BEizin] =2
Zitn—1 = Ei|Zin1] =2
so that
c: = (r/R)z;

cit1 = (r/R)zi41 = (r/R)z = ¢,

Ctin-1 = Ct.

6Deaton (1992) provides a lucid exposition.



The dynamics of actual wealth (as distinct from perceived z) are given by (2),

:(Zt*Ct)R
~ =
Zi1 = Zr - +Crp1
Zito = Zpy1 + Giro

= (2441 — C31)R+ Grpo

= (2t + 2141 — 2. —¢)R+ (i

Ct1

= Zt + Q1R+ G40

n
n—s
Zitn = ZH’E R" ™ Cits
s=1

EAnZt+n

so for a consumer who updates in periods ¢t and ¢t + n but not between, the change in
consumption is

Ctin—C = (r/R)A"zyy, (8)

where A"z, ,, is white noise because it is a weighted sum of the white noise errors (. Thus,
consumption follows a random walk across updating periods; consumers who were only

observed during updating periods would never be seen to deviate from the predictions of
Hall (1978).

2.2.3 Aggregation

Our aggregate economy is populated by a set of measure one of consumers indexed by 4
distributed uniformly along the unit interval. Per capita values of all variables, denoted
by the upper case, are the integral over all individuals in the economy, e.g.

1
Ct = / Cti di.
0

Whether the consumer at location 7 updates in period ¢ is determined by the realization
of the dichotomous random variable

Tt =

)

{1 if consumer ¢ updates in period ¢

0 if consumer ¢ does not update in period ¢,



and each period’s updaters are chosen randomly such that a constant proportion IT update
in each period:

E;[m] = 10

1
/ mridi = 11V 7.
0

Aggregate consumption is the population-weighted average of per-capita consumption
of updaters C™ and nonupdaters C*:

Cin = NCL, +(1-1)C, (9)
——

:Ct

where C7,; = C; because the nonupdaters at time ¢ + 1 are a random subset of the
population at time t. The first difference of (9) yields

AC;,; = IIACT, +(1 - )AC, (10)
H_,_/
=€t+1

and appendix A shows that €, is approximately mean zero and iid (intuitively, this term
mainly reflects the behavior of updating consumers, which is approximately a random
walk).

Thus, in the quadratic utility framework the serial correlation coefficient for aggregate
consumption changes is approximately equal to the proportion of nonupdaters.

2.3 CRRA Utility

One of the lessons of the consumption literature after Hall (1978) is that his simplifying
assumptions (quadratic utility, perfect capital markets, RG = 1) are far from innocu-
ous; more plausible assumptions can lead to very different conclusions. In particular, a
host of persuasive theoretical and empirical considerations has led to the now-standard
assumption of constant relative risk aversion utility, u(c) = c¢'=/(1 — p).

When quadratic utility is replaced with CRRA, it becomes necessary to specify the
exact stochastic structure of the income and transition processes. We analyze two models
that can be thought of as the polar extremes of the modern macro literature: A small open
economy (or partial equilibrium) model with a rich and empirically realistic calibration of
idiosyncratic and aggregate risk but exogenous interest rates and wages; and a dynamic
stochastic general equilibrium model that abstracts from idiosyncratic income risk but
endogenizes factor returns.



2.4 Partial Equilibrium/Small Open Economy (PE/SOE) Model

2.4.1 Frictionless Expectations

Labor productivity for the individual is determined by the interaction of transitory id-
iosyncratic (6), transitory aggregate (©), permanent idiosyncratic (p), and permanent
aggregate (P) factors:

E975-5—1
—T
b1 = 0141044 Pri1 b (11)

=Pi+1

where 6 can be thought of as reflecting, for example, individual unemployment spells;
O captures transitory aggregate shocks (‘hurricanes’); p reflects the individual’s perma-
nent labor productivity; and P reflects aggregate permanent labor productivity. (Here
and henceforth we drop the 7 subscripts from the idiosyncratic variables, except when
they are useful for clarity; thus, e.g., 6141 = 6;41,). 6 and O are iid, and satisfy
E[0;0n] = Ei[©1,] = 1V n > 0. The idiosyncratic transitory shock has a mini-
mum possible value of 0 (corresponding to an unemployment spell) which occurs with
a small finite probability p. (This is in essence equivalent to imposing a liquidity con-
straint, cf. Zeldes (1989b). Results would be similar with an explicit constraint). For
most purposes the aggregate and idiosyncratic transitory shocks can be combined into a
single overall transitory shock indicated by the use of boldface, 8, and the aggregate and
idiosyncratic levels of permanent income can be combined as p.

Market resources m next period reflect the wage rate times the individual’s (exoge-
nous) labor supply £ plus the capital productivity factor times the individual’s ‘capital’
stock ky.q,

my = Wil + R ki 12
—— \t’ " ( )
=Yt+1 I+ria

and we will henceforth call y;.; ‘labor income.’
Idiosyncratic and aggregate permanent productivity evolve according to’

Piv1 = DPilit1 (13)
P = PVUiy (14)

where both idiosyncratic and aggregate permanent shocks are iid (B[t 1,] = E¢[Vsy,] =
1V n > 0), so that log idiosyncratic and aggregate permanent productivity follow random
walks. The combined permanent shock is boldface ¥; = 1, V¥,.

“For expositional simplicity, we omit the predictable trend component of permanent productivity growth; it is included
below in the model calibration and solution.



The transition process for m is broken up, for convenience of analysis, into three steps.
‘Assets’ at the end of the period are market resources minus consumption,

& = My — Gy,
while next period’s capital is determined from this period’s assets via
kiyn = a;1/Q, (15)

where T is the depreciation factor for capital (normally suppressed in micro analysis but
necessary here for comparability with the DSGE treatment below); the factor €2, which
will be slightly less than one, reflects the individual’s survival probability a la Blanchard
(1985) as elaborated below.

Defining nonbold variables as the bold version normalized by permanent labor pro-
ductivity (e.g. my = my/p;), Carroll (2004) shows that, if the aggregate wage rate and
capital productivity factors are constant at R and W, the solution to this problem can
be derived from the solution to the single-state-variable problem

ome) = max{u(e) + OBRFo(men)] (16)
S.t.
ar = My — G
ki = a1/
M1 = Rk + Wi,

which has a solution if the impatience condition®

RBEW] < 1 (17)
RT/Q

holds (where for this equation we drop time subscripts because all shocks are iid).”
Designating the converged consumption policy function that solves (16) as ¢(m), the
level of consumption for the frictionless consumer can be obtained from

C; = c(mt)pt.

2.4.2 Aggregation

Aggregating a productivity process like (13) would generate a nonstationary distribution
of idiosyncratic productivity. To avoid this inconvenience, we make the Blanchard (1985)

8Other parametric restrictions are also necessary, but for typical parameterizations are not likely to be binding; see Carroll
(2004) for details.

9Note that the relevant interest factor is the within-period productivity of capital R adjusted for both of the influences (7
and Q) that intervene between the amount of assets with which the consumer ends period ¢ and the amount of productive
capital owned when capital income is received in period t + 1.



assumption: Each consumer faces a constant probability of mortality in each period. As
with updating probabilities, we keep track using a zero-one indicator:

{0 if consumer at location ¢ dies between time ¢t and ¢t + 1
Wty =

1 if consumer at location 7 does not die between ¢t and ¢t + 1

We refer to this henceforth as a ‘replacement’ event, since the consumer who dies
is replaced by an unrelated newborn who happens to inhabit the same location on the
numberline.

The ex ante probability of survival is identical for each consumer, so that the aggregate
mass of consumers who survive is time invariant at €2 = fol wridi V T

Under the assumption that newborns start life with permanent income equal to the
population mean of one,

1 for newborns
Di+1,i =

Priley1,; for survivors,

the population mean of the idiosyncratic component of permanent income is always
fol pridi = 1, and appendix B derives the dynamics and steady state of the population
variance of the idiosyncratic component of permanent income p, which will exist so long
as QE[¢?] < 1 (which imposes a loose restriction on the magnitude of the idiosyncratic
permanent shocks).

Households are also assumed to engage in a Blanchardian mutual insurance scheme:
Those who survive receive a proportion of the proceeds of the estates of those who die,!

0 if agent at ¢ dies, is replaced by a newborn

41 = , . :
o a;; 1/Q if agent at i survives

which can be written compactly as

ki1, = (1 —wi1i)0 4+ wipr 8, 1/Q. (18)

Next period’s aggregate capital is given by the population integral of (18)

1
K1 = /wt+1,ﬂat,z’/9di
0
- _iAt
Kinn = A/ Yy

10The constant population permits the analytical convenience of exactly replacing the dying with newborns, but it is
important to understand that there is no relationship between successive persons at the same location on the number line;
this is not a dynastic model.




where the second equation follows from the first because Q! fol wWep1idt = 1 and wyyq
is independent of a;;. This explains why the capital transition equation for the indi-
vidual’s optimization problem, (15), involved §2: Since the individual receives no utility
after death, the optimization problem is implicitly contingent on survival, and survivors’
capital is boosted by the proceeds of the insurance scheme.
. 1 i .
Since fo 01 = fo pri = 1, aggregate labor supply is

1
Lt - / gt’idi - @tpt (19)
0

Aggregate resources can be written as per-capita resources of the survivors times their
population mass €2, plus per-capita resources of the newborns times their population
mass (1 —Q):

per-capita m for survivors per-capita m for newborns
7 -\ N\ /_H
M,y = [ AR/Q+0 PV | Q4+ OV (1-9Q)
M1 = KR+ W, (20)

2.4.3 Sticky Expectations

Among surviving consumers with sticky expectations, perceptions of aggregate perma-
nent income evolve according to

pt—i—l,i = M1, P41 + (1 — 7Tt+1,i)Pt,z' (21)

For simplicity, newborns begin life with the mean perceptions prevailing in the existing
population at their date of birth, which implies that (21) holds at all ¢ (whether or not
a replacement event occurs).!!

Nonupdaters assume that the aggregate transitory shock takes its mean value of 1,

0, — {@t for updaters

)

1 for nonupdaters
so perceived idiosyncratic labor supply is
Et,i = 9t7i@t,ipt,ipt,i-
Given £, perceived market resources are

m;; = Rt,iR‘i‘zt,z‘W;

' This assumption about newborns’ beliefs is numerically inconsequential because the quarterly replacement rate is so low.

10



which implies that misperceptions of labor productivity translate directly into mispercep-
tions of m (even for a consumer with a correct perception of beginning-of-period capital,

ki =kii).
Perceived normalized market resources are

me; = My;/Pp.

The essence of the sticky expectations assumption is that the consumer behaves ac-
cording to the decision rule that would be correct for a consumer with frictionless expec-
tations. Since the frictionless consumption function is c¢(m),

Cri = c(my;)
Cti = CrilPyipti

where the level of consumption on the LHS of the latter equation does not need a bar over
it because every consumer can always correctly perceive his own level of consumption.

We assume, however, that after the period-t consumption decision has been made,
the consumer receives a bank statement and other financial reports that reveal the true
end-of-period value of ay ;.

Population-average perceptions are denoted by omitting the ¢ subscript. For exam-
ple, the average perception of the aggregate transitory shock is the population-weighted
average of the perceptions of the updaters (©;) and nonupdaters (1):

@t—i-l = H@t—i—l + (1 - H)l (22)
- 1 —l‘ (@H.l - 1)1_[, (23)
while average perceptions of aggregate permanent productivity evolve according to
Py P
_ /_/;\ —~
Py = TP +(1 1) P, (24)

Everyone understands that newborns begin with zero capital, so per capita perceived
and actual capital among survivors who update in period ¢ 4+ 1 will be

1
1 = H_l/ (i 1/ Q) mep1,di
0
= TTA;/Q (25)
and, similarly, for ¢ + 1 nonupdaters I_{’;/+1 = TA;/Q. Average perceived capital is the

perceived capital of survivors times their population weight 2 plus that of newborns (0)
times their weight (1 — §2):
Ky = (IK, +(1-IDK,)Q+0(1—Q)
= (IIA; + (1 - I)A,) 7. (26)

11



2.5 Muth (1960)-Lucas (1973)-Pischke (1995)/Kalman Filter Model

The principal rival to habit formation as an explanation of sluggishness in aggregate
consumption is the Muth-Lucas-Pischke framework in which agents can perceive only
the level of their income and must perform an optimal signal extraction problem to
decompose income shocks into estimated transitory and permanent components.'? (This
is mathematically equivalent to a simple version of the Kalman filter). In the Muth-Lucas-
Pischke framework, each household updates its estimate of permanent income according
to an equation of the form

Pir1i = Iy + (1 —ID)ps. (27)

Defining the signal-to-noise ratio ¢ = 03) /o, if consumers are never allowed to observe
the breakdown of shocks between transitory and permanent components, formulae from
Muth can be extended to show that the optimal value of IT is given by

1
(1+2/(g0+ \/go2+4<p)>’ (28)
which makes intuitive sense because it says that if shocks are perceived to be completely
permanent (¢ = 0o) then perceived permanent income is perceived actual income, while
if shocks are perceived to be completely transitory (¢ = 0) then in the limit the current
level of income provides no signal about the level of permanent income.

The natural way to calibrate the model is to follow Lucas (1973) and assume that
individuals cannot distinguish idiosyncratic from aggregate shocks; instead, they simply
observe the level of actual income received, and from that information extract their
estimate of the level of permanent income. For the calibration of the idiosyncratic and
aggregate shocks given below, the formula implies that I ~0.033 so that if consumption
is equal to permanent income the Muth-Lucas-Pischke formula implies that the serial
correlation in aggregate consumption growth should be approximately 1 — IT =0.967 |,
in contrast with empirical estimates below that suggest the correct figure is about 0.75.
Thus, at least under our calibration of the idiosyncratic and agggregate income processes,
the Muth-Lucas-Pischke logic actually goes too far in generating aggregate smoothness.!

One could extend the framework to allow agents to know their idiosyncratic circum-
stances but perform Kalman filter/Muth-Lucas-Pischke updating with respect to aggre-
gate income data. However, the logic of the model implies that if consumers are updating

12T ncas (1973) is ostensibly about distinguishing idiosyncratic from aggregate shocks, but the mathematical framework is
very similar to those of Muth and Pischke, justifying our grouping of these papers together.

13Tn order to illustrate the logic of his model, Pischke (1995) calibrates an example which assumes that all aggregate shocks
are permanent while all idiosyncratic shocks are transitory. Later, he presents estimates of the magnitude of transitory
and permanent shocks obtained from the Survey of Income and Program Participation. However, those estimates do not
match very well the magnitude of estimated transitory and permanent shocks from the other micro data sources used in the
literature cited for calibration purposes here.

12



their estimates of aggregate permanent income ‘correctly’ in the signal extraction sense,
aggregate consumption should again follow a random walk. Since the whole point of the
exercise is to explain why aggregate consumptioon does not follow a random walk, this
approach is a dead end.

Of course, it is likely that there is some calibration of ¢ which differs from either the
value we obtain from our calibration using micro data or the value that characterizes
macro data, and which would have implications for the quadratic utility model that
might be difficult to distinguish from the implications of the sticky expectations model
advocated in this paper. Those who are uncomfortable with assuming sticky expections
directly may take comfort from this alternative possibility.

However, a mathematically rigorous treatment of the baseline consumption model
we are considering here (CRRA utility consumers who see only the level of aggregate
income and not how it is decomposed) would in principle require adding at least one
extra state variable to the consumer’s optimization problem; the consumption problem
reduces to the permanent-income-signal-extraction problem only under the full panoply
of the original Hall assumptions (quadratic utility, RG = 1, etc.) It therefore seems
likely that a rigorously correct solution would be computationally very difficult (and at
a minimum would be far more complex than our approach).

2.6 Dynamic Stochastic General Equilibrium (DSGE) Model

The PE/SOE model takes aggregate wages and interest rates as exogenous. The al-
ternative is to begin with a standard representative agent dynamic stochastic general
equilibrium model and modify it to permit sticky expectations. (Idiosyncratic wage and
productivity shocks are suppressed for tractability. )

With a Cobb-Douglas aggregate production function, aggregate labor supply and out-
put are respectively

Lt - @tPt
F(K; L) = KL;°
while market resources and the transition are

Mt - Kt + F(Kt, Lt)
A, = M, -G
Kt—|—1 - At_l

Developing a model with fully realistic idiosyncratic transitory and permanent shocks as well as frictionless expectations
general equilibrium dynamics is a formidable problem; see Krusell and Smith (1998) for a version with simple idiosyncratic
shocks.

13



2.6.1 Frictionless Expectations

Normalizing again,
M, = (Ki+K;(0:P)')/F
= K+ K;0,°
= K;+6; “(eK{ 'K + (1 — )K)

= Rt Kt + Wt @t (29)
~~~ ~
=1+eK: 'O} ¢ =(1-¢)K;0,°

where the definition of R reflects dM/dK and the wage rate is the marginal product of
another efficiency unit of labor.

The normalized frictionless representative agent’s problem has a structure parallel to
that of the frictionless PE/SOE problem (cf. (16))

VM) = max{u(e) + BBV (M)l | (30)
s.t.
A = M, —C
Kiyn = A1/ /Wi
Miyw = RiaKiy1 + W10

2.6.2 Sticky Expectations

The sticky-expectations representative agent updates perceived transitory and permanent
labor productivity according to the same equations (24) and (23) that characterize the
evolution of average perceptions in the PE/SOE model:

Py = Py +(1-1DF
@H-l = 1+ H(®t+1 — 1)
Perceived aggregate capital dynamics are also the same (cf. (26)).
Defining normalized perceived variables as before (e.g. M1 =M / ]5t+1), we assume

that the representative agent’s perception of M reflects a correct understanding of the
production function (29)

M, = K, +Ki6;° (31)
and as before the sticky expectations agent behaves according to the decision rule asso-
ciated with the frictionless solution,

C. = C()P, (32)
and observes the true value of assets after the consumption decision has been made:
A, = P (K, +K;6;7°)-C,. (33)

14



2.7 The Cost Of Stickiness In Theory

IT has so far been taken as exogenous. But the probability of updating presumably
depends at least partly on costs and benefits. This section briefly examines the tradeoffs
by imagining that newborns make a once-and-for-all choice of their idiosyncratic value of
IT; for a more thorough theoretical examination of the tradeoffs in a related model, see
Reis (2003), and for quantitative estimates of the costs see the discussion below.

In the first period of life, we assume that the consumer is employed and experiences no
transitory or permanent shocks so that market resources are nonstochastically equal to
W, value can therefore be written as v(W). There is of course no analytical expression for
v; but, fixing all parameters aside from the variance of the permanent shock, theoretical
considerations suggest (and simulations confirm) that the consequences of permanent
uncertainty for value can be well approximated by

v(W) ~ T (W) — koj, (34)

where 0 (W) is the value that would be generated by a model with no permanent shocks
02 = 0 and & is a constant of approximation that captures the cost of aggregate perma-
nent uncertainty.

Suppose now that the effect of sticky expectations is approximately to reduce value
by an amount proportional to the inverse of the updating probability:'®

(W) = T (W) — (k/I)o3,. (35)
This assumption has appropriate scaling properties in three senses:

e If 02 = 0 so that there are no permanent shocks, then the cost of stickiness is zero
(given our assumption that initial perceptions are correct)

e If the probability of updating is II = 1 so that perceptions are always accurate, value
is the same as in the frictionless model

e If expectations never adjust, then II = 0 and the utility cost of stickiness is infi-
nite, which is appropriate because consumers would be making choices based on
expectations that would eventually be arbitrarily far from the truth

Simulations (available from the corresponding author) confirm that, using the DSGE
model as an experimental platform, for variations around the baseline parameter values,
(35) is an excellent approximation to the true cost of uncertainty.

Now imagine that newborns make a once-and-for-all choice of the value of II; a higher
IT (faster updating) is assumed to have a linear cost ¢ in units of normalized value (think of

15 In principle, © will depend on the initial perception error imbibed at birth; think of (34) as the integral over the ergodic
distribution of values of the initial perception error.
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this as utility costs of attention; since we are examining a model that has been normalized
by productivity, this could alternatively be loosely interpreted as a time cost of gathering
information). The newborn’s objective is therefore to choose the II that solves

max (W) — (k/I)o3 — 1. (36)
The first order condition is

0 = I %ko% —1
I1? = (ko3)/t

which leads to the conclusion that the consumer will pick the II satisfying
I = (k/1)"0y (37)

Thus, the speed of updating should be related directly to the utility cost of perma-
nent uncertainty (x), inversely to the cost of information (cheaper information = faster
updating), and linearly to the standard deviation of permanent shocks.

Of course it is unrealistic to assume that consumers could never reoptimize their
choices of II. It would be straightforward to modify the model to give them occasional
opportunities to change II (the simplest method would be to have an exogenous arrival
rate of opportunities to change I1, say on average once every few years). Such an extension
is beyond the scope of the present paper, but could be an interesting subject for future
work.

3 Calibration and Equilibrium

We begin by calibrating the DSGE model in a traditional way, and next specify the
additional parameters necessary for solving the PE/SOE model.

3.1 DSGE Calibration

We assume a coefficient of relative risk aversion of 2 , in the middle of the range usually
considered plausible. The quarterly depreciation rate is 1% = 0.94 at an annual rate.
Capital’s share in aggregate output takes its usual value of ¢ =0.36 , and appendix C
uses U.S. NIPA data to calibrate the variances of the quarterly transitory and permanent
shocks at the approximate values

o3 = 0.00004
og = 0.000004,

which are constistent with standard estimates in the literature (see the references in the
appendix for details). Finally, the perfect foresight steady state aggregate capital /output
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ratio is 12 (where income is measured quarterly; this corresponds to the usual ratio of
3 for capital divided by annual income). These assumptions imply values for the other
steady-state characteristics of the model

K = 124079
W = (1—-¢)K°,
The model implies a net-of-depreciation between-period interest factor of (1+€Kf‘1)_i;

if there were no aggregate shocks, the DSGE model would have a deterministic steady
state satisfying the Euler equation with C;,1 = C}:

R
1+eKH8 = 1 (38)
B = RL (39)

We use the endogenous gridpoints method described in Carroll (2006b) to solve for
the policy function C'(M). The target M ratio, M, is calculated as the level satisfying

M, = E{M;] (40)
= E/[Ki1 + K704 (41)

where
K = (My— C(My)) /Wi (42)

and target K is the value of K; which, if ©; = 1, produces M; = M.

3.2 PE/SOE Calibration

We fix the aggregate interest factor R and wage rate WV to the values obtained at the per-
fect foresight steady state of the DSGE model. The annual-rate idiosyncratic transitory
and permanent shocks are assumed to be

o, = 0.016
o; = 0.03.

These figures are conservative in comparison with standard raw estimates from the
micro data; using data from the Panel Study of Income Dynamics, for example, Car-
roll and Samwick (1997) estimate o7, = 0.0217 and o7 = 0.0440; Storesletten, Telmer,
and Yaron (2004) estimate Ji ~ 0.017, with varying estimates of the transitory compo-
nent. But recent work by Low, Meghir, and Pistaferri (2005) suggests that controlling
for job mobility and participation decisions reduces estimates of the permanent vari-
ance somewhat; and using very well-measured Danish administrative data, Nielsen and
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Vissing-Jorgensen (2005) estimate ai ~ 0.005 and o3 & 0.015, which presumably consti-
tute lower bounds for plausible values for the truth in the U.S. (given the comparative
generosity of the Danish welfare state).

Since the variance of the annual permanent innovation is 4 times the variance of
the quarterly innovation, this calibration implies that the variance of the idiosyncratic
permanent innovations is about 100 times the variance of the aggregate permanent inno-
vations (4x0.00004 divided by 0.016 ). This is a point worth emphasizing: Idiosyncratic
uncertainty is approximately two orders of magnitude larger than aggregate uncertainty.
While reasonable people could differ a bit from our calibration of either the aggregate
or the idiosyncratic risk, no plausible calibration of either magnitude will change the
fundamental point that the aggregate component of risk is tiny compared to the idiosyn-
cratic component. This is why assuming that people do not pay close attention to the
macroeconomic environment is plausible.

We assume the probability of unemployment is 5 percent per quarter. This approx-
imates the historical mean unemployment rate in the U.S., but model unemployment
differs from real unemployment in (at least) two important ways. First, the model does
not incorporate unemployment insurance, so labor income of the unemployed is zero. Sec-
ond, model unemployment shocks last only one quarter, so their duration is shorter than
the typical U.S. unemployment spell (about 6 months). The idea of the calibration is that
a single quarter of unemployment with zero benefits is roughly as bad as two quarters
of unemployment with an unemployment insurance payment of half of permanent labor
income (a reasonable approximation to the typical situation facing unemployed workers).
The model could be modified to permit a more realistic treatment of unemployment
spells; this is a promising topic for future research, but would involve a major increase
in model complexity because realism would require adding the individual’s employment
situation as a state variable.

The probability of mortality is set at (1 — ) = 0.005 which implies an expected
working life of 50 years; results are not sensitive to plausible alternative values of this
parameter, so long as the life length is short enough to permit a stationary distribution
of idiosyncratic permanent income.

We calibrate the probability of updating at II = 0.25 per quarter, for several reasons.
First, this is the parameter value assumed for the speed of expectations updating by
Mankiw and Reis (2002) in their analysis of the consequences of sticky expectations for
inflation. They argue that an average frequency of updating of once a year is intuitively
plausible. Second, Carroll (2003) estimates an empirical process for the adjustment pro-
cess for household inflation expecations in which the point estimate of the corresponding
parameter is 0.27 for inflation expectations and 0.32 for unemployment expectations; the
similarity of these figures suggests 0.25 is a reasonable benchmark, and provides some
insulation against the charge that the model is ad hoc: It is calibrated in a way that
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corresponds to estimates of the stickiness of expectations in fundamentally different con-
text. Finally, empirical results presented below will also suggest a speed of updating for
US consumption dynamics of about 0.25 per quarter.

( remains to be tied down. The (3 obtained from the perfect foresight DSGE cali-
bration cannot be used, because the extra uncertainty found in idiosyncratic data would
imply that such a calibration would not satisfy the impatience condition (17) and the
precautionary saving motive would cause wealth to diverge to infinity:.

We could seek a value of 3 which causes the PE/SOE model to match some empirical
measure of observed wealth holdings in micro data. However, there is considerable ambi-
guity about which measure of wealth the model should match; the answer depends in part
on whether housing equity should be viewed as part of the precautionary buffer stock, the
age range of the households being matched, the measure of permanent income, and many
other extraneous issues. Given this ambiguity, rather than seeking a 8 which reproduces
a specific target level of wealth, we choose a simple calibration in which the quarterly
value of (5 is 0.99 times the impatience criterion (17); if there were no uncertainty and
no growth, this would translate into about a 4 percent annual discount rate.

As discussed below, these two parameterizations are chosen so that they will span the
full range of calibrations found in the micro and macro literatures. Further alternative
calibrations are possible, but experimentation has indicated that results are not very
sensitive to such choices.

3.3 Equilibrium Characteristics

This section briefly characterizes some of the equilibrium characteristics of the solutions
to the models under the parameters specified above. Results are reported in Table 2.

Note first the considerable difference between the mean level of assets in the DSGE
and PE/SOE models (first row of the table). As indicated above, this reflects our goal
of presenting results that span the full range of the micro and macro literatures; the
micro literature has often focused on trying to explain the wealth holdings of the median
household, which are much smaller than wealth holdings of the representative agent. It
would of course be possible to calibrate the PE/SOE model with more patient consumers
in order to produce a larger aggregate capital stock, but in that case the results might
be justly criticized as not reflecting the behavior of typical households.'6

The table hints at a broad generalization: With respect to either cross section statis-
tics, mean outcomes, or idiosyncratic consumption dynamics, the frictionless expectations
and sticky expectations models are virtually indistinguishable. The principal difference
between the models is in the dynamic behavior of aggregate income and consumption,
which are substantially less volatile in the sticky than in the frictionless economy.

6We have confirmed that the model’s results hold up (indeed, our conclusions are strengthened) when the PE/SOE
consumers are assumed to be more patient.
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3.4 The Utility Costs of Sticky Expectations

Our measure of the cost of stickiness is the answer to the following question: How much
would the typical perfectly informed frictionless consumer be willing to pay to avoid
being forced to switch to the behavior of the sticky expectations agent?

The answer will depend, in principle, on the initial level of resources. Formally, the
normalized end-of-period value functions are

v(a;) = BEb, {vie1(m)]
o(ag, 1) = 5Et["/’t1;1p?7t+1(mt+1yQt+1)]

where the second argument in the sticky-expectations value function is the ratio of per-
ceived to actual aggregate permanent income (which is a state variable for the purposes
of computing the sticky expectations consumer’s value). If the initial level of permanent
productivity for the frictionless consumer is normalized to 1, we seek the value of actual
permanent income p such that

p' "v(a;/p,P) = vlay),
and the cost of stickiness can be measured by p — 1, because this is the increment to
permanent income (relative to a benchmark of p = 1) such that, given initial a;, expected
value from behaving as a sticky expectations consumer exactly matches expected value
from behaving as a frictionless expectations consumer.

As the definition makes clear, the cost of stickiness will depend on the frictionless
consumer’s end-of-period assets. The bottom row of Table 2 reports the cost of stickiness
for a frictionless consumer whose a; is equal to the target value of a implied by the model.
As the table shows, the compensation that a frictionless consumer would demand for
being forced to behave in the manner of a sticky expectations consumer is very small
for either version of the model, but smaller for the DSGE model than for the PE/SOE
model.'”

4 Empirical Benchmark

This section presents an empirical benchmark that will guide our investigation of the
implications of the model.

The random walk model provides the organizing framework around which both micro
and macro literatures have been organized. Reinterpreted to incorporate CRRA utility
and permit time-varying interest rates, the random walk proposition has frequently been

17 Arguably it would be more appropriate to report the mean value of p — 1 for the population of consumers distributed
according to the ergodic distribution for a. When this is done, the conclusion is qualitatively unchanged.
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formulated (in both micro and macro literatures) as a claim that g = 0 in regressions of
the form

AlogCi1 = ¢+ VE[ri 1] + pX; + €41 (43)

where X; is any variable whose value was known to consumers at the time the period-¢
consumption decision was made, and €;,1 is white noise.

For macroeconomic models, simulation analysis shows that the relationship between
the normalized asset stock A; and the expected interest rate E;[r; 1] is very nearly linear,
so (43) can be reformulated with no loss of statistical power as

AlogCiy1 = ¢+ ady + pXi + €41

This reformulation is convenient because the literatures on precautionary saving and
liquidity constraints have argued that the effects of capital market imperfections can be
captured by incorporating a lagged measure of resources like A; in consumption growth
regressions. (See below for further discussion).

Campbell and Mankiw (1989) famously proposed a modification of this model in which
a proportion n of income goes to rule-of-thumb consumers who spend C' = Y in every
period. They argued that 7 can be estimated by incorporating the predictable component
of income growth as an additional regressor. Finally, Dynan (2000) and Sommer (2001)
show that in some habit formation models, the size of the habit formation parameter can
be captured by including lagged consumption growth as a regressor. These considerations
lead to a benchmark specification of the form

AlogCiyy = ¢+ xAlog Gy + nE;[Alog Y] + aA; + €41 (44)

There is of course an extensive existing literature on aggregate consumption dynam-
ics, but Sommer (2001) is the only paper we are aware of that estimates an equation of
precisely this form in aggregate data. Sommer (2001) interprets the serial correlation of
consumption growth as reflecting habit formation.!® However, Sommer’s choice of instru-
ments, estimation methodology, and tests do not correspond precisely to our purposes
for this paper. We therefore conducted a simple empirical exercise along the lines of
Sommer’s work and modified to correspond to the testable implications of our model for
aggregate data. The results are reported in table 3.1

Rather than attempting here a full recapitulation of the existing empirical literature,
and describing the many choices that underlie the regressions reported in the table, we
refer the reader to the careful and detailed discussion in Sommer (2001). Three points
are worth emphasizing here.

18Weber (2002) makes a similar point using a different methodology.
19 An archive that produces this table, along with a variety of alternative estimations demonstrating the robustness of the
main results, is available as part of the archive associated with this paper on the first author’s website.
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First, while the existing empirical literature has tended to focus on spending on non-
durables and services, there are reasons to be skeptical about the interpretation of quar-
terly dynamics (or lack of such dynamics) in large portions of the services component
of measured spending.?’ Hence, we report results both for the traditional measure of
nondurables and services spending, and for the more restricted category of nondurables
spending alone. Fortunately, as the table shows, our results are robust to the measure of
spending (indeed, similar results hold even when the measure of spending is total personal
consumption expenditures, or an even stricter version of nondurables spending).?!

Second, Sommer (2001) emphasizes the importance of taking account of the effects
of measurement error and transitory shocks (e.g., hurricanes) on high frequency con-
sumption data. In principle, transitory shocks to the level of consumption could lead
to a severe downward bias in the estimated serial correlation of measured consumption
growth as distinct from ‘true’ consumption growth. The simplest solution to this problem
is the classic response to measurement error in any explanatory variable: Instrumental
variables estimation. This point is illustrated in the fact that instrumenting drastically
increases the estimated serial correlation of consumption growth.

Finally, we needed to balance the desire for the empirical exercise to match the theory
with the need for sufficiently powerful instruments. This would not be a problem if, in
empirical work, we could use once-lagged instruments as is possible for the theoretical
model. However, empirical consumption data are likely to be subject to time aggregation
bias (Working (1960);Campbell and Mankiw (1989)), which can be remedied by lagging
the time-aggregated instruments an extra period. But over the sample period available,
two lags of the instruments generated by the theoretical model have only borderline
statistical significance; hence the instrument set was augmented by two variables that
have been shown to have strong predictive power for consumption growth: The Federal
Funds rate and the University of Michigan’s Index of Consumer Sentiment (cf. Carroll,
Fuhrer, and Wilcox (1994)). (An extensive literature has found a broad range of other
variables with predictive power for spending growth; our experience is that results similar
to those in the table can be obtained with any collection of instruments with a statistically
robust predictive capacity for consumption growth).

The table demonstrates three principal points. First, when lagged consumption growth
is excluded from the regression equation, the classic Campbell and Mankiw (1989) result
holds: Consumption growth is strongly related to predictable income growth.

Second, when predictable income growth is excluded but lagged consumption growth
is included, the serial correlation of consumption growth is estimated to be in the range

20Tn particular, imputed rent on housing is the largest component of services spending, but even a careful examination
of the published documentation on the construction of this data series leaves it unclear what causes quarterly variation in
the imputations, since some of the main data sources seem to be annual; the same is true of many other types of services
spending.

21See Wilcox (1992) for a detailed discussion of the data measurement issues and their connection to theoretical questions.
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of 0.7 ~ 0.8, very far indeed from the benchmark random walk coefficient of zero.

Finally, in the ‘horserace’ regression in which predictable income growth and lagged
consumption growth are both included, lagged consumption growth retains its statistical
significance and large point estimate, while the predictable income growth term becomes
statistically insignificant and economically small.

5 Simulated Empirical Tests

This section of the paper considers the results that an econometrician could expect to
obtain from estimating an equation like (44) using data generated by the models described
above.

5.1 Simulated Micro Empirical Results

Zeldes (1989a) pointed out long ago that the Euler equation on which the random walk
proposition is based fails to hold for consumers who are liquidity constrained; if consumers
with low levels of wealth relative to permanent income are more likely to be constrained,
then low wealth consumers will experience systematically faster consumption growth than
otherwise-similar high-wealth consumers. Precautionary saving motives have a similar
impact on consumption growth; households who have low levels of wealth will have felt
the need to cut back sharply on their spending, and as wealth recovers, such households
will experience a predictable recovery in their consumption.

These points are captured here by following Zeldes’s example and incorporating a
dummy variable to measure low wealth status: a,; is equal to 0 if household i’s level of
a in period ¢ is in the bottom 1 percent of the distribution, and a,; = 1 for all other
households.

Details of the simulation procedure are recounted in appendix D. The result of the
simulations is a dataset analogous to the empirical datasets on which empirical microe-
conomic research has been conducted (the most directly comparable data source would
be a consumer expenditure survey). On these simulated data, we estimate regressions of
the form

Alogcii1; = ¢+ xAlogey; +nE[Alogyi 1] + aa, (45)

Results are presented in Table 4.

For our purposes, the key conclusion from the table is that the predictable component
of idiosyncratic consumption growth is very modest, even for the ‘sticky expectations’
version of the model. R?’s are below 1 percent for all specifications; and the predictive
power of lagged consumption growth is always negligible.

In more detail, consider first the frictionless expectations version of the model in
the top panel. Note first that the coefficient on expected income growth is zero. This
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contrasts with Carroll (2001)’s finding that when the instruments capture permanent
differences in income growth across consumers, theory predicts n &~ 1. But the contrast
is not a contradiction; instead, it illustrates the point that n is not a structural parameter:
Its value will depend on the extent to which the instruments used are capturing transitory
or permanent variations in predictable income growth. Here, they are capturing purely
transitory variation; in Carroll (2001) they are capturing purely permanent differences.

Precautionary saving motives are captured by the robust statistical significance of
«, which indicates that consumers with low levels of wealth in period ¢ exhibit faster-
than-average consumption growth in the next period. This reflects the fact that these
consumers have had to depress their consumption for precautionary reasons in period ¢,
but on average their income and wealth circumstances will improve sharply between ¢
and t+ 1, relaxing the precautionary motive. However, despite the statistical significance
of this effect, the R? indicates that the magnitude of consumption predictability remains
very modest.

When all three terms are combined, the results are what would be expected from the
one-by-one regressions: Only the low-wealth indicator variable a is statistically signifi-
cant, and even this variable has only very modest forecasting ability.

The lower panel contains results from estimating the same regressions on the sticky
expectations version of the model. These results are virtually indistinguishable from those
obtained for the frictionless expectations model. As before, aside from the precautionary
component captured by a, idiosyncratic consumption growth is essentially unpredictable.

These results are broadly consistent with the substantial literature that has examined
empirical micro data for habit formation effects. Most papers have found no evidence
of habits (Naik and Moore (1996), Meghir and Weber (1996), Dynan (2000); Flavin and
Nakagawa (2005));?? using similar methods but arguably better data (from a multi-year
expenditure survey in Spain), Carrasco, Labeaga, and Lopez-Salido (2005) have recently
found some evidence for habits in some commodities. But, taken as a whole, even this
last paper (which seems to be the strongest evidence for habits in micro data) finds habit
formation effects that are much smaller than those commonly used in the macroeconomic
literature.

It should be admitted that a related literature, with prominent contributions by Soule-
les (1999), Parker (1999), and Johnson, Parker, and Souleles (2005), finds that household
spending growth is related to predictable components of income growth (though see Hsieh
(2003) or Coulibaly and Li (2006) for counterexamples). A possible route to reconcilia-
tion would be to admit some degree of predictability to spending growth, but to argue
that measurement error or other noise biases the estimate of x downward; alternatively,
Browning and Collado (2001), who summarize the literature nicely, argue that the best
way to reconcile the varying microeconomic findings is to suppose that consumers are not

22The maximum point in Dynan’s 95 percent confidence interval for the habits parameter is 0.15.
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always fully aware of the predictable components of their incomes, an explanation that is
consistent with the theme (if not the details) of this paper. Our broader point, however,
is that only a very small proportion of the changes in micro consumption expenditures
seems to be predictable, in contrast with the robust predictability of macroeconomic
consumption growth. This point would survive even if the most generous estimates of
predictability in the micro literature were adopted.

5.2 Simulated Small Open Economy Empirical Estimation

Our small open economy model tracks the aggregate dynamics of an economy filled with
consumers behaving according to exactly the same model examined at the micro level in
the previous section.

Now, however, we simulate the model over a longer time frame, 150 quarters. In princi-
ple, an appropriate procedure would be to simulate over many subsamples corresponding
to, say, 25 years, then to report the variation in estimates across the subsamples; in
practice, the amount of variation in model estimation results across such subamples is
small, and so the gains from such an extended Monte Carlo exercise are not worth the
expositional cost.

The second modification is a consquence of the first: Given the longer time frame,
and given that the idiosyncratic shocks to income are washed away by the law of large
numbers, it is now feasible to use instrumental variables techniques to obtain the coef-
ficient on the expected growth term. This is the appropriate procedure for comparison
with empirical results in any case, since instrumental variables estimation is the stan-
dard way of estimating the benchmark Campbell-Mankiw model. As instruments, we
use the appropriate lags of Alog C;, AlogY,, A;, and, following standard practice since
Campbell and Deaton (1989) and Campbell (1987), the aggregate personal saving rate
st = (Y¢ + (r/R)B; — C;)/C; where we normalize by consumption rather than income
because consumption is smoother than income.??

Finally, for comparison to empirical results we take into account Sommer (2001)’s argu-
ment (based on Wilcox (1992)) that both transitory components of aggregate spending
(e.g. hurricanes) and measurement problems introduce transitory components in mea-
sured NIPA spending compared to the level of spending that would prevail if the model
as presented were literally true.?* We adopt Sommer (2001)’s specification in which the
level of consumption is disturbed by a white noise error with a variance about 1/2 as large
as the estimated variance of ‘true’ consumption innovations.?> That is, we suppose that

23Estimation of the sticky expectations model always uses the corresponding appropriate variables, e.g. 5; rather than s;.

24Tt is worth pointing out here that in Friedman (1957)’s original statement of the Permanent Income Hypothesis, transitory
shocks to expenditures were given equal billing with transitory shocks to income. The subsequent literature deemphasized
expenditure shocks, perhaps inappropriately.

Z5Sommer (2001), Table 3.
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measured consumption where Ey[e;y,] = 0V n and var(loge) is calibrated from Sommer
(2001)’s empirical estimates.

We present results for the frictionless model assuming that consumption is measured
without error, and for the sticky expectations model assuming that it is measured with
error. (The frictionless model with error has the counterfactual prediction that con-
sumption growth has strongly negative serial correlation; the sticky model without error
implies an excessively large serial correlation coefficient of 0.75 in measured consumption
growth). Thus, for the two models we estimate respectively the two equations

AlogCii1 = ¢+ xAE[log Ci] + nE[Alog Yii1] + aE[A;] (46)
Alog Ciy = <+ XAE[log Cy] + nE[Alog Yy 1] + aE[A] (47)
=€ 11Ce 1

Table 5 reports the results. We simulate the model 150 periods (after a “presample”
period with no aggregate shocks to let the model reach the ergodic state).

Note that the (tiny) standard errors reflect the long sample simulation period; in the
limit if we were to simulate an arbitrarily large number of periods the standard errors
would go to zero. Thus, these errors are not appropriate for comparison with the standard
errors in an empirical table like 3, where the standard errors reflect a much smaller sample
size. An appendix table reports the results of a Monte Carlo exercise where we divide
our full sample into nonoverlapping subsamples of size approximately equal to the size
of the empirical dataset, and compute regression statistics for each sample in the same
manner in which they are computed in emprical data. The conclusion from that analysis
is that the empirical estimates are in line with the predictions of the model.

For the frictionless version of the model, estimation on aggregate data largely con-
firms the results from idiosyncratic data: Consumption growth remains almost entirely
unpredictable, as per the random walk framework.

We examine the sticky expectations model in two ways.

First, we simply compute the serial correlation coefficient on lagged consumption
growth (first row, second panel of the table). We find that this coefficient is very close
to the (1 —1II) = 0.75 figure that reflects the proportion of consumers who do not adjust
their expectations in any period. The bottom line is that the intuition derived from the
‘toy’ quadratic utility version of the model survives all the subsequent complications and
elaborations.

Next, we introduce measurement error in consumption a la Sommer (2001). This is
necessary because Sommer finds that the measurement error produces a severe downward
bias in the estimate of the serial correlation in consumption growth, relative to the ‘true’
serial correlation. This point is confirmed in our context by a comparison of the second
row of the panel, which presents an OLS estimate of the serial correlation coefficient, and
the third row, which presents an IV estimate designed to correct for the measurement
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error problem. In fact, the regression coefficient after instrumenting is actually slightly
larger than the ‘true’ serial correlation coefficient for consumption growth reported in
the first row of the panel.

The next row reflects what would have been found by Campbell and Mankiw had they
estimated their model on data produced by the simulated economy. The coefficient on
predictable component of perceived income growth term is large and highly statistically
significant (though note that its predictive power for the second stage regression is far
lower than the R? for the first model).?® The last row of the table presents the ‘horser-
ace’ between the CM model and the sticky expectations model; the results indicate that
the dynamics of consumption are dominated by the serial correlation in the predictable
component of consumption growth stemming from the stickiness of expectations. This
can be seen not only from the magnitude of the coefficients, but also by comparison of
the second-stage R2’s, which indicate that the contribution of predictable income growth
to the predictability of consumption growth is negligible. Note, however, that when
the predictable income growth term is included in the regression, the coefficient on the
lagged consumption growth term is no longer indistinguishable from (1 —1I). This reflects
a modest predictable component of aggregate consumption growth associated with the
consumption out of misperceived transitory income by the nonupdating consumers; de-
tails are uninteresting, but the lesson for empirical work is that it may be better to omit
the predictable component of income growth altogether than to include it in estimation
efforts of this kind.

5.3 Simulated DSGE Model Estimation

To generate simulated data, the DSGE model was initialized in period 0 with the repre-
sentative agent assumed to own a capital stock equal to the target capital stock implied
by the converged consumption rule. A sequence of 1000 transitory and permanent aggre-
gate shocks was drawn according to the distributional assumptions specified in table 1,
and the representative agent was assumed to behave according to the converged con-
sumption rule, thereby generating model-consistent sequences of {C,Y, A} and other
model variables.

The results of estimating (46) and (47) on these data are reported in table 6.

Results are substantially the same as for the PE/SOE version of the model: The model
with frictionless expectations implies aggregate consumption growth that is essentially
a random walk, while the model with sticky expectations implies a serial correlation
coefficient of consumption growth of about 0.75. The horserace regression again indicates
that the success of the Campbell-Mankiw specification reflects the correlation of predicted

26The predictability in perceived income growth reflects both the ‘catching up’ of perceived income to permanent innova-
tions, and the disappearance of the transitory shock to the level of income. Most of the predictability in consumption growth
stems from its relationship to the first of these terms.
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current income growth with instrumented lagged consumption growth.

6 Conclusions

A model in which consumers perceive their idiosyncratic circumstances frictionlessly but
update their expectations about macroeconomic events only occasionally has several
advantages over standard models of aggregate consumption dynamics.

Perhaps the most appealing feature of the model is its connection with many other
macroeconomic literatures that have found that for many variables, macroeconomic dy-
namics are more sluggish than implied by benchmark rational expectations representa-
tive agent macroeconomic models. This insight has been at the center of many papers
outside of the consumption literature over the past few years (Sims (2003); Woodford
(2001); Mankiw and Reis (2002)), while the macro consumption literature has tended
to attribute consumption sluggishness to habits. Sticky expectations present a unified,
tractable, simple methodology for generating sluggishness that appears to work well both
in the consumption context and elsewhere.

Another, related, appeal of the model is its ability to reconcile the micro and macro
data on consumption dynamics. It does so by emphasizing a point that will be familiar
to anyone who has worked with both micro and macro data: Idiosyncratic variation is
vastly greater than aggregate variation. This means that small imperfections like the one
proposed here in macroeconomic perceptions have very modest utility consequences. In-
deed, the sticky expectations assumption is arguably more attractive in the consumption
context than in other areas where it has been proposed (and increasingly used) precisely
because in the consumption context there is a well-defined utility-based metric for cal-
culating how costly the stickiness is (in contrast, say, with models in which households’
inflation expectations are sticky).

A final attraction of the model is tractability. In comparison with habit formation
models or frameworks in which agents perform an optimal signal extraction problem, the
basic building block of this model is the solution to the frictionless rational expectations
model, for which a vast literature exists and time-tested solution methods are available.
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A Quadratic Utility Consumption Dynamics

This appendix derives (10) in the main text. Start with the definition of consumption
for the updaters,

Ccr =1t / 17rt,ict,id7; (48)
_ /O Wt,i(rl/R)zt,Zdz' (49)
= /R [ mmd (50)
= II"'(r/R)Z; (51)
= (r/R)Z; (52)

where the penultimate line follows from the fact that the updaters are chosen randomly

among members of the population so that the average per capita value of z among

updaters is equal to the average per capita value of z for the population as a whole.
The text asserts (cf. (54)) that

Ci1 = IIACY, + (1 -1II)AC, (53)
~ (1-IAC; + &1 (54)
To see this,
f1 = (r/R)[Mi1 + Hipq] (55)
Cl = (r/R)[M; + Hy (56)
Ch.—Cf = (x/R)[Myy — My + Hy — Hy (57)
Ci,—C] = (r/R)[R(Y: + M; — Cy) — My + Hyy — Hyl. (58)

What theory tells us is that if aggregate consumption were chosen frictionlessly in
period t then this expression would be white noise; that is, we know that

(r/R)R(Y, + My — CF) = My + Hyi — Hi] = &1 (59)

for some white noise &;. The only difference between this expression and the RHS of
(58) is the II superscript on the C;. Thus, substituting, we get

w1~ Gl = (/R)RY: + M; — (Cr + Cf = Cf)) = My + Hyyy — Hi (60)
i1~ Cf = (/R)R(Y; + M, — Cf) — My + Hy 1y — Hi] + (r/R)(CF — Cy)
= &1+ (r/R)(CT = Cy). (61)
So equation (10) can be rewritten as
ACiyy = (1 -I)AC, +1II((r/R)(C} — Cy) + &41) (62)
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where &1 is a white noise variable. Thus,

Act—H = (1 — H) 1+ (I‘/R) ACt + Hft_H (63)
~0 =€41

for a white noise variable €1, and (r/R) ~ 0 for plausible quarterly interest rates. (63)
leads directly to (54).

B Steady State Distribution of Permanent Income

This appendix computes dynamics and steady state of the square of the idiosyncraitc
component of permanent income (from which the variance can be derived).

Pirti = PriViriwii + (1 —wig1,) (64)
piru = (priVirriwrr1i)® + 2pt,i\1jt+1,i£1 — wt+1,i)wt+1,3+(1 — wir1,)’ (65)

=0

and since E[(1 — wiy14)?] = E[(1 — 2wiq1, + Wiy ;)] = (1 — Q) we have

Elpi] = 0riViiwiei) + (1—Q) (66)
= QB+ (1-9Q) (67)
1 1

| Bt = a-oy<emw [ (68)

so the steady state level of p? can be found from
p* = (1-Q)+QE[U?)p* (69)

1-0Q

2 _
b= (1 - QE[\I!Q]) (70)
Finally, note the relation between p? and the variance of p:

o, = Ellp— Elp])’] (71)
= E[(p® — 2pE[p] + E[p]*)] (72)
= Ep’ -1 (73)
= p—1 (74)

where the last line follows because under the other assumptions we have made, E[p] = 1.

Of course for the preceding derivations to be valid, it is necessary to impose the
parameter restriction QFE[¥?] < 1. This requires that income does not spread out so
quickly among consumers who survive as to overcome the compression of the distribution
that arises because of death.
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C Calibration of Aggregate Income Process

We calibrate our aggregate income process using U.S. NIPA labor income, constructed
as wages and salaries plus transfers minus personal contributions for social insurance.
We calibrate our aggregate income process using U.S. NIPA labor income, constructed
as wages and salaries plus transfers minus personal contributions for social insurance.
This appendix describes how we construct the aggregate transitory shock ©;, used as
one of the instruments. Following the theoretical structure of the model, we assume that
the log of labor income follows the process

log Yiy1 = log Pryy + log Op4, (75)
log P11 = logA+log P+ log Wy, (76)

To extract ©; we apply the Kalman filter algorithm. Due to difficulties in estimat-
ing the parameters A, 03 and o3 directly by maximum likelihood, we use the following
procedure. We first calibrate the signal-to-noise ratio 7 = o3, /0g so that the first au-
tocorrelation of the process, generated using (75)—(76), is 0.96.%" Differencing equation
(75) and expressing the second moments yields

var(Alog Yi1) = o + 209 (77)
= (1+2)0p. (78)

Given var(Alog Y1) and 7 we identify 03 = var(Alog Y1) /(7 + 2) and 03 = 703,
The strategy yields the following estimates: 7 = 4, 03 = 4.29%x107° and 02 = 1.07x107°.
Finally, log A is estimated as 0.515%, the average quarterly growth of income. For these
values we extract an estimate of transitory component of income by the Kalman filter,
O = Oy

This parametrization of the aggregate income process has two attractive features.
First, our model of income is consistent with assumptions in papers by Jermann (1998),
Boldrin, Christiano, and Fisher (2001), and Chari, Kehoe, and McGrattan (2005), con-
sidered standard exercises in the RBC literature. These authors model model the state of
technology as persistent AR(1) process (or random walk), whose autocorrelation proper-
ties closely correspond to our specification of income. Second, the transitory components
of income ©; are strongly correlated for different choices of 7. This in turn implies that
our IV estimates are robust to the choice of 7 (as long as the variance of the permanent
component ¢ is large enough).

2T We generate 10,000 replications of a process with 180 observations, which corresponds to 45 years of quarterly obser-
vations used in Table 6 in the main text. The mean and median first autocorrelations (across replications) of such process
with 7 = 4 are 0.956 and 0.965, respectively. In comparison, the mean and median of sample first autocorrelations of pure
random walk are 0.970 and 0.977 (with 180 observations), respectively.
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D Simulation Procedures

This appendix describes details of the simulation procedure used to create the dataset
on which the results in Table 2 and Table 4 are based.

A population with members indexed by ¢ is constructed in which households are ran-
domly assigned initial (period 0) levels of idiosyncratic permanent income py; from a
lognormal distribution whose variance matches the steady-state population variance of
p. Initial kg ; for every household is equal to the target k implied by the converged con-
sumption rule for the model as described above. Given the levels of permanent income
and initial &, idiosyncratic and aggregate shocks are drawn as per the model’s assump-
tions above, and each household obeys the converged consumption rule to determine
consumption and saving behavior.

Results are kept track of in the variables ¢y, ¢;;, and so on for a total simulation
period of 40 quarters (ten years, a long time compared to most micro panel data on
consumption). One detail is worth emphasizing: When making their forecasts of expected
income growth, households are assumed to forecast that the transitory component of
income will grow by the factor 1 /9t,i, which is the forecast implied by their beliefs about
the levels of the idiosyncratic and aggregate transitory components of income. This
assumption is made in order to avoid the small sample problems that would arise in
attempting to estimate a forecast of income growth using instrumental variables over
such a short panel (only 40 periods of time series variation). Substantively, this point
reflects the real-world fact that essentially all of the predictable variation in income
growth at the household level comes from idiosyncratic components of income.
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Table 1: Calibration

DSGE Model
Calibrated Parameters
p 2. Coeflicient of Relative Risk Aversion
T 0.94Y*  Quarterly Depreciation Factor
K/K® 12 Perf Foresight SS Capital/Output Ratio
o}, 0.00001 Variance Qtrly Tran Agg Pty Shocks
o2, 0.00004 Variance Qtrly Perm Agg Pty Shocks

Steady State Solution of Model With oy = 0g =0

K = 12v/0-9) ~ 48.55 Steady State Quarterly K/P Ratio

M=K+ K* ~ 52.6 Steady State Quarterly M /P Ratio

W= (1-¢)K* ~ 2.59 Quarterly Wage Rate

R=1+eKk! =1.03 Quarterly Gross Capital Income Factor
R=RT ~ 1.014 Quarterly Between-Period Interest Factor
B=R"! ~ 0.986 Quarterly Time Preference Factor

Partial Equilibrium/Small Open Economy (PE/SOE) Model Parameters

Calibrated Parameters

012; 0.016 Variance Annual Perm Idiosyncratic Shocks (PSID)

a; 0.03 Variance Annual Tran Idiosyncratic Shocks (PSID)

0 0.05 Quarterly Probability of Unemployment Spell

II 0.25 Quarterly Probability of Updating Expectations
(1-9Q) 0.005 Quarterly Probability of Mortality

Calculated Parameters

B =0.99Q/E[(¥) "R 0.965 Satisfies Impatience Condition: § < Q/E[(¥y) ?|R
ol 0.004 Variance Qtrly Perm Idiosyncratic Shocks (=0;/4)
o3 0.12 Variance Qtrly Tran Idiosyncratic Shocks (=40y)
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Table 2: Equilibrium Statistics

PE/SOE Economy DSGE Economy
Frictionless ‘ Sticky | Frictionless ‘ Sticky
Means
A 6.650 6.648 49.382 49.371
C 2.684 2.684 3.290 3.289

Standard Deviations
Aggregate Time Series (‘Macro’)

log A 0.089 0.091 0.085 0.085
Alog C 0.005 0.002 0.003 0.001
AlogY 0.008 0.003 0.005 0.002
Individual Cross Sectional (‘Micro’)
log a 1.273 1.273
logc 1.207 1.207
log p 1.221 1.221
logyly >0 0.846 0.846
Alogc 0.151 0.149
Cost Of Stickiness 0.31 x 10~* 0.53 x 107°

Notes: The cost of stickiness is calculated as the proportion by which the
permanent income of a frictionless consumer would need to be reduced in order
to achieve the same reduction of expected value associated with forcing them
to become a sticky expectations consumer.
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Table 3: Aggregate Consumption Dynamics in US Data

AlogCy1 =<+ xAlog C; + nE[Alog Y1) + a4,

Consumption Method IV F p-val
Series X n a OLS/IV  R? IV OID
Nondurables and Services
0.358"** OLS  0.123
(0.066)
0.577** v 0.172 0.000
(0.118) 0.702
0.0006 OLS  0.002
(0.0006)
0.826™** v 0.143 0.000
(0.147) 0.714
0.731** 0.071 0.0000 v 0.135
(0.230) (0.118) (0.0003) 0.482
Memo: For instruments Z, Alog C,y 1 = Z(, R* = 0.168
Nondurables
0.247** OLS  0.056
(0.072)
0.789** v 0.113 0.000
(0.215) 0.338
0.0015* OLS  0.016
(0.0009)
0.736** v 0.087 0.000
(0.162) 0.685
0.498 0.286*  0.0005 v 0.093
(0.226) (0.153)  (0.0006) 0.868
Memo: For instruments Z, Alog C,y = Z(, R? = 0.122

Instruments: L(2/3).diffcons L(2/3).wyRatio L(2/3).bigTheta L(2/3).dfedfunds L(2/3).ics
Time frame: 1960Q1-2004Q3, o3 = .0000429, 0% = .0000107

Notes: Robust standard errors are in parentheses. The penultimate column reports the R? from a regression of the dependent
variable on the RHS variables (instrumented, when indicated); the final column reports two tests of instrument validity: The
p-value from the Shea (1997) test of first-stage instrument validity (top), and the p-value from the Sargan overidentification
test (bottom). {*,**,***} = Statistical significance at {10,5,1} percent.
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Table 4: Typical Micro Consumption Estimation on Simulated Data

Alogcip1i = <+ xAlogey; +nE;[Alogyiii] + aay,

Model of
Expectations X n o R? nobs
Frictionless
0.083 0.007 76020
(0.077)
0.003 -0.000 76020
(0.004)
—0.111 0.000 76020
(0.052)
0.083 0.009  —0.059 0.007 76020
(0.004) (0.004)  (0.024)
Sticky
0.084 0.007 76020
(0.077)
0.003 -0.000 76020
(0.004)
—0.111 0.000 76020
(0.051)
0.083 0.009  —0.059 0.007 76020
(0.004) (0.004)  (0.024)

Notes: E;; is the expectation from the perspective of person ¢ in period
t; a is a dummy variable indicating that agent ¢ is in the top 99 percent
of the a distribution. Heteroskedasticity-robust standard errors are in
parentheses. Standard tests detect no serial correlation in the residuals.
Sample is restricted to households with positive income in period ¢.
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Table 5: Small Open Economy Aggregate Consumption Dynamics

Expectations:Dep Var OLS 2nd Stage IV F p-val
Independent Variables or IV R? IV OID

Frictionless: Alog Cyyq

AlogC; Alog Y1 A,

0.040 OLS -0.005
(0.082)
0.123 IV -0.004 0.001
(0.155) 0.484
0.0035 OLS -0.002
(0.0042)
0.064 0.077 0.0041 IV -0.004

(0.078)  (0.171) (0.0041)

Sticky
AlogC, AlogY, 4 A,
0.741 OLS 0.543
(0.055)
Alog C,
0.328 OLS 0.089
(0.082)
0.795 1A 0.325 0.000
(0.118) 0.510
1.222 1AY 0.332 0.000
(0.126) 0.391
0.0153 OLS 0.042
(0.0055)
0.360 0.739 —0.0029 v 0.330
(0.282) (0.425) (0.0048) 0.334
Memo: For instruments Z;, Alog C,; = Z,(, R*= 0.329

Notes: Model was simulated for 150 periods (quarters); to generate results comparable
to the roughly 40 year span of U.S. empirical data, the table reports mean outcomes
across nonoverlapping 160 period subsamples. Bars indicate the sticky expectations model
data, and ~ indicates the presence of introduced measurement error as discussed in the
text. ‘ITV%(all) ’ indicates instruments that include lags of Alog C;, AlogY, A; and O,
(resp. AlogCy, AlogYy, A; and ©;). The average robust standard across the simulations
is presented in parentheses. The penultimate column reports the R? from a regression
of the dependent variable on the RHS variables (instrumented, when indicated); the final
column reports two tests of instrument validity: The p-value from the Shea (1997) test
of first-stage instrument validity (top), and the p-value from the Sargan overidentification
test (bottom).
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Table 6: Aggregate Consumption Dynamics in DSGE Model

Expectations:Dep Var OLS 2nd Stage IV F p-val
Independent Variables or IV R? IV OID

Frictionless: Alog G,y

AlogC; Alog Yy A,

0.010 OLS -0.001
(0.032)
0.184 IV 0.007 0.000
(0.050) 0.001
—0.0002 OLS 0.010
(0.0001)
—0.019 0.152 —0.0002 IV 0.007

(0.027)  (0.052) (0.0001)

Sticky
AlogC; Alog Y1 A,
0.823 OLS 0.677
(0.018)
Alog C;
0.387 OLS 0.141
(0.030)
0.845 v 0.422 0.000
(0.042) 0.210
0.815 1A 0.395 0.000
(0.025) 0.000
—0.0004 OLS 0.115
(0.0000)
0.750 0.065 —0.0001 1A 0.423
(0.148) (0.146) (0.0000) 0.126
Memo: For instruments Z,, Alog C,; = Z,(, R*= 0.425

See notes for previous table.
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